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In this literature review we investigate the permittivity, density-of-state mass, band gap,

impact ionization, charge carrier recombination, incomplete ionization and mobility in 4H

silicon carbide. We provide a comprehensive overview over characterization methods,

models and parameters to lower the entrance barrier for newcomers and allow a critical

evaluation of common material property descriptions. We further highlight areas for future

research by identifying gaps in the current knowledge base.

For each investigated property we found a large amount of models and parameter sets

based on measurements, calculations or fittings. With literal and/or graphical comparisons

we reveal qualitative good agreement but also flawed data values, misinterpretations of

research results and inconsistencies among multiple investigations, even those directly ref-

erencing each other. We identify parameter variations, e.g., due to temperature, with high

impact that are rarely considered in 4H-SiC analyses and common values that are based on

old research of deviating materials or properties. We further show the slow accommodation

of recent research results within the scientific community and reveal missing characteriza-

tion data but also insufficient models in state-of-the-art technology computer aided design

(TCAD) tools. Overall, our review enables scientifically based decisions on 4H-SiC ma-

terial parameters and unravels the demand for further investigations to validate commonly

used values, confirm hypothesis and cover additional dependencies.
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GLOSSARY

General

T temperature in K
e elementary charge (1.602×10−19 C)
h̄ reduced Planck constant (6.582×10−16 eVs)

kB Boltzmann constant (8.617×10−5 eV/K)
t time

E energy
F electric field

m0 electron rest mass
n, p electron/hole concentration

Permittivity

ε0 vacuum permittivity (8.854×10−12 F/m)
ε ′,ε ′′ real/imaginary part of the complex permittivity
εs,ε∞ static/optical relative permittivity

ε∥,ε⊥ permittivity parallel/perpendicular to c-axis
h f photon energy

ωLO,ωTO longitudinal/transversal optical phonon frequency

Density-of-States Mass

NC,NV conduction/valence band density-of-states
m∗

MΓ
,m∗

MK,m
∗
ML effective electron masses in the spatial directions ⊥,⊥,∥ to the c-axis

m∗
ΓM,m∗

ΓK,m
∗
ΓA effective hole masses in the spatial directions ⊥,⊥,∥ to the c-axis

m∗
d,m

∗
de,m

∗
dh effective/electron/hole density-of-state mass

m∗
c effective conductivity mass

m∗
hh,m

∗
lh heavy hole/light hole relative mass

mp polaron mass
α Fröhlich constant

MC number of conduction band minima
zx,nx,η temperature dependency parameters
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Band Gap

Eg band gap energy
Egx exciton band gap energy
Ex free exciton binding energy

∆Eth,∆Eph bandgap variation due to thermal expansion/electron-phonon interaction
ECB,EVB doping induced variation of conduction/valence band

Enc,Env donor induced variation of conduction/valence band
Epc,Epv acceptor induced variation of conduction/valence band
Egn,Egp donor/acceptor induced variation of the band gap
N+

D ,N−
A ionized donor/acceptor concentration

α,β ,Θ, p temperature dependency parameters
∆ phonon dispersion

A,B,C doping dependency parameters

Impact Ionization

ND,NA donor/acceptor concentration
N+

D ,N−
A ionized donor/acceptor doping concentration

α,β electron/hole impaction ionization coefficient
Ep optical phonon energy
Ei electron-hole pair ionization energy

⟨Ei⟩ effective ionization threshold
λ mean free path
a impact ionization coefficient at F = ∞

b,m field dependency parameters in Eq. (41)
c,d temperature dependency parameters in Eq. (41)

γ temperate scaling parameter
ωOP optical phonon energy

Charge Carrier Recombination

R,G recombination/generation rate
RSRH,Rbim,RAuger SRH/Bimolecular/Auger recombination rate

B bimolecular recombination coefficient
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Cn,Cp electron/hole Auger recombination coefficients
τn,τp electron/hole life time

τSRH,τbim,τAuger Shockley-Read-Hall/Bimolecular/Auger recombination lifetime
τT 0,τ0,τ∞ lifetime at T = T0, T = 0K, T = ∞

τ ll,τhl lifetime under low/high level injection
n0, p0 equilibrium electron/hole concentration
∆N ,ni excess/intrinsic charge carrier concentration

Et trap energy level
Ei effective Fermi level
Eg band gap energy

EC,EV conduction/valence band energy
Eact activation energy in temperature scaling
vth thermal charge carrier velocity

sn,sp electron/hole surface recombination velocity
gt trap degeneracy
σ capture cross section

α,C temperature dependency parameter
γ doping dependency parameter

Incomplete Ionization

EF intrinsic Fermi energy
EC,EV conduction/valence band energy

EF,n,EF,p quasi Fermi energy for electrons/holes
∆ED,∆EA donor/acceptor ionization energy

∆EDh,∆EDc donor ionization energy at hexagonal/cubic lattice sites
∆EAh,∆EAc acceptor ionization energy at hexagonal/cubic lattice sites

∆E0 ionization energy at zero doping
gD,gA donor/acceptor degeneracy

ni intrinsic carrier concentration
n0, p0 equilibrium electron/hole concentration

ND,NA donor/acceptor doping concentration
N+

D ,N−
A ionized donor/acceptor doping concentration

NK compensation carrier concentration
α,NE,c doping dependency parameter

σ capture cross section
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Mobility

σ conductivity
ρ resistivity

µn,µp electron/hole majority carrier mobility
µccs carrier-carrier scattering mobility

µmin,µmax mobility at zero/∞ doping concentration
µH Hall mobility

v charge carrier velocity
vsat saturation carrier velocity

Nref,Nref2,δ ,κ doping dependency paramters
γ temperature dependency parameter
β scaling factor for high-field mobility

a,b,c parameters for temperature scaling of β

rH,RH Hall scattering factor/coefficient
nH Hall charge carrier count
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I. INTRODUCTION

Silicon carbide (SiC) is a wide band gap semiconductor that enables the design of devices for

high-voltage applications with low power losses and high power densities due to its favorable

properties of high breakdown voltage, low leakage current, and fast switching speed1. The inher-

ent radiation hardness makes SiC also attractive for spacecraft, nuclear-medicine medical devices,

and high-energy physics2. To optimize device designs for these areas of application and decrease

the number of design iterations, the materials parameters have to be known accurately. These com-

monly serve as input for technology computer-aided design (TCAD) simulations that predict the

behavior of devices at an early development stage and allow insights into physical processes tak-

ing place inside devices, which is impossible with measurements. The accuracy and reliability of

these simulations depend on the employed physical models and the provided material parameters.

For 4H-SiC, the most popular polytype in the industry, the main challenge when parameteriz-

ing a TCAD model is not the lack of parameters in the literature but the overwhelming amount.

In the last 70 years, the physical properties of 4H-SiC were extensively measured and described

by various approaches. This led to the essential problem of proper parameter selection: Find-

ing, analyzing, and comparing the multitude of parameters is time-consuming, while assessing

the accuracy of the available data is challenging. Consequently, parameters are often taken from

secondary literature, thus passing them on in unverified reference chains. Unavoidable rounding

and typographic mistakes in this process led to substantial parameter deviations over time. The

resulting contradictions make it difficult to choose one option over the other, especially for new-

comers.

To tackle these issues overview papers for the 4H-SiC properties permittivity3, density-of-states

mass4–12, band gap energy13–19, impact ionization20–25, charge carrier recombination26,27, incom-

plete ionization6,7,28–34 and mobility6,15,16,18,21,22,35–38 were published. These, however, solely list

values and parameters from an incomplete set of sources without addressing the following ques-

tions: How where the presented values characterized? What are the most commonly used values

within the community? Are there additional descriptions/parameter sets and how do they compare

against each other? Exist discrepancies among different models and can these be explained or is

further research required? Where do we still lack information for proper approximations?

With this review, we aim to answer all these question by providing an overview of the exist-

ing literature on the material parameters permittivity, density-of-states mass, band gap, impact
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ionization, charge carrier recombination, incomplete ionization and mobility. For each topic we

(i) introduce the utilized mathematical models, (ii) list characterization methods, (iii) identify fun-

damental investigations, show the achieved model parameters and analyze inconsistencies over

time, (iv) discuss the agreement among the models and comment on discrepancies, (v) depict the

abundance of specific values in scientific publications and (vi) highlight shortcomings and pro-

pose areas for future research. These analyses provide newcomers a starting point on 4H-SiC,

experienced users the possibility to evaluate their models/parameter sets and the community to

plan future research goals.

This work is organized in the following fashion: In Section II, we introduce the general meth-

ods utilized in this review, followed by a description of (4H) silicon carbide in Section III. We then

review the permittivity (Section IV), density-of-states mass (Section V), band gap (Section VI),

impact ionization (Section VII), charge carrier recombination (Section VIII), incomplete ioniza-

tion (Section IX) and mobility (Section X) before we conclude the paper in Section XI.

II. METHODOLOGY

Before we started this research we tried to gather the desired information with the help of

artificial intelligence tools. These, however, only provided a very narrow range of publications

for each topic and failed to properly extract the correct information. Consequently, we conducted

the literature review by executing the tasks described in the sequel. The data, evaluation scripts

and figures of this study are openly available in the repository Data of 4H SiC TCAD Parameter

Review39.

Literature Review: To identify and acquire a comprehensive set of investigations we utilized

scientific search engines and followed references respectively citations in suitable contributions. In

total, we collected and analyzed 1041 scientific publications, but only included in the manuscript

those who either (i) provided a theoretical description, (ii) conducted measurements, (iii) devel-

oped models, (iv) provided model parameters, (v) referenced previous results or (vi) simply named

parameter values. The latter two were necessary to show the evolution of parameters when being

referenced and which values are most commonly used. In a two step process the single contribu-

tions were first evaluated in isolation before we aggregated the extracted information by topic.

Data Extraction: Our initial belief that transferring parameter values is a straightforward task

was quickly falsified. Understanding what the authors intended to say was often challenging and
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required careful considerations. One common problem was that the data were presented in many

shapes and formalisms and had to be converted to a common one. Accompanying information,

such as temperature, doping concentration/type, or spatial direction, were difficult to grasp and

demanded an analysis of the text. Thus, we concluded that an automated analysis was not feasible

in this regard and transferred the data by hand, although this method is error prone.

Theoretical Background: For each topic we first compared the theoretical explanations, equa-

tions, and models described in the reviewed publications. This was sometimes surprisingly chal-

lenging because (i) fundamentally different values were denoted with the same symbol (e.g., the

free and bound exciton binding energy in Section VI), (ii) parameters were declared ambiguously

in various notations (see charge carrier recombination in Section VIII) and (iii) models were de-

noted by multiple names while being subsets of each other (see impact ionization in Section VII).

At the beginning of each section we summarized the relevant theoretical concepts in a concise

introduction. We classified the differences among the models and merged, wherever possible,

various approaches into a common description. For the latter, we aligned with state-of-the-art

TCAD simulation tools.

We intend these summaries to result in a steep learning curve for newcomers, enabling them

to easier comprehend the dedicated publications outside this review. Experienced readers might

find the collection of the most important information in one place beneficial as a reference and to

refresh their memory.

Symbol Definitions: Symbols are used with different meanings in the literature depending on

the context. For example, α and β are commonly used to denote the impact ionization coefficients

for electrons and holes (cp. Section VII), are parameters for the temperature-dependent band gap

(cp. Section VI) and denote the 3C (β ) and hexagonal (including 4H) (α) polytypes of SiC. To

prevent ambiguities while sticking to the common literature, we defined the symbols for each topic

separately in the glossary. Since the sections of this review are self-contained, we think that the

risk of mix-ups is acceptable.

Characterization Methods: To reason about the reliability of TCAD parameters, it is essential

to know how they were determined, i.e., the utilized characterization method. In this review, we

encountered calculations, measurements, and fittings to existing data. A good mix among these is

preferable to prohibit incorrect assumptions in the calculations or disturbances in the measurement

setup that falsify the results. In this work, we simply list the found methods; for further details,

we refer the interested reader to the specific publications or dedicated literature40,41.
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Data Analysis: As a first step of the analysis, we identified fundamental investigations, i.e.,

those that proposed parameter values for the first time. We documented the characterization

method and further details, such as the value range used for fitting, spatial orientation, or dop-

ing concentration/type. For non-fundamental publications, we assumed that the provided values

were referenced. We say “assume” because parameters were also stated without any further com-

ment. Wherever possible, we inferred a relationship based on the used values and marked these as

“guess” in the data.

A major challenge was to verify the referenced data, i.e., to compare citing and referenced

publications. In the case of a mismatch, we noted the discrepancy in alphabetic order in the

appendix (see Section A) and tried to find explanations, which included confusion of polytypes or

spatial directions, erroneous theoretical concepts, rounding, and typographical errors. Instances

where we were unsuccessful to resolve a mismatch are discussed in the text of the respective topic.

Origin Tracing: We mentioned that a proper understanding of how material parameters were

derived is required to reason about their reliability. Unfortunately, fundamental investigations

were not always referenced directly, resulting in long chains of citations, which we call “reference

chains”. We wrote a Python script that explored these chains automatically and displayed the

utilized values, which allowed us to investigate the changes introduced along the path.

Missing references could sometimes be inferred from the parameter values, but often, a unique

mapping was not possible. We even encountered cases where the utilized values could not be

traced back to any scientific publication, leaving the exact origin unknown. One possible expla-

nation in such cases is that these value served as the default ones in simulation tools and were

assigned within the respective company.

Presentation: For improved readability, we transformed the data into more comprehensible

formats such as tables and figures, where we ordered the contributions in regard to their publication

year to visualize changes over time. We also varied colors and line styles but solely for the purpose

of increased readability. Self-written Python scripts automatized this task to reduce the chances of

typographical errors.

For each topic, we summarized in a table the fundamental investigations together with their

parameters. We chose this representation over a figure because the exact values decrease the effort

to implement the respective model in the reader’s simulation. Complementary to the references

provided by LATEX, we labelled each paper with a unique badge of the form [XxxxYY Z], where

Xxxx denotes the first four letters of the main author’s surname, YY , the last two digits of the

13



publication year and Z an optional letter to ensure the uniqueness of the label within this review.

This scheme supports the reader in connecting the results of a single publication, reconstructing

important relationships, and searching for a contribution throughout the document.

In addition to the parameter table, we showed the specific aspects of the models, e.g., tem-

perature, doping, or field dependency graphically. All available parameter sets were combined in

these plots to identify outliers and tendencies at the cost of readability. To identify every detail,

we recommend the reader to zoom into the figures using the digital version of this review. Plotting

each model ourselves had the side effect that, in rare cases, we identified incorrect parameters in

the fundamental investigation and were able to suggest replacements. For further convenience

denotes plots for electrons and those for holes.

The identified reference chains were also converted to a figure featuring the referenced pa-

rameter values. Since not all values in the literature were properly referenced and, thus, do not

show up in the reference chain plot, we added a figure depicting the abundance of specific values.

We allowed multiple publications from the same author to preserve a quantitative relation among

values.

Discussion: Last but not least, we commented on trends and shortcomings in the data to high-

light future avenues of research, which, hopefully, trigger a constructive reevaluation within the

scientific community.

III. SILICON CARBIDE (SIC)

This section provides a historical introduction of silicon carbide in general and 4H in detail. We

are also going to define the characteristics of this material that we require to model the material

properties that are investigated in this review.

A. Brief history

The first-ever reference of silicon carbide (SiC) dates back to a report of a synthesized com-

pound material containing silicon-carbon bonds by Berzelius in 182442. Despite the initial interest

in the material due to its diamond-like hardness, this makes it one of the earliest investigated semi-

conductor in history43–46. Through mass-production, enabled by the Acheson process in 189247,

it soon became a leading abrasive material43,48. However, due to the poor quality of the crystalline
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byproducts, only rudimentary insights into the outstanding physical and electrical properties of

SiC, such as its electroluminescent nature43,49, were possible. In 1905, Moissan reported the first

natural occurrence of SiC, naming the mineral Moissanite50.

After the invention of the Lely process in 1955, which enabled the synthesis of relatively pure

single-crystalline SiC (mostly the polytype 6H)51,52, scientific interest re-emerged. The semi-

conductor properties were heavily investigated in the subsequent decades43,53,54, mainly focus-

ing on its potential as blue LED and within high-temperature environments55,56. In the 1970s,

silicon based technologies surpassed SiC, which reduced research targeted at the latter to a min-

imum43,54,57. Only in the late 1990s, following significant improvements in manufacturing by

Tairov and Tsvektov (modified Lely method in 1981)58,59, Barret (1991)60, and Davis (1995)61,

SiC became relevant again for the semiconductor industry43,54,62.

Although today’s electronics market is still dominated by Si, SiC has become increasingly inter-

esting due to its higher band gap (compared to Si), which enables the development of devices with

less power consumption, higher peak voltage, and higher temperature stability1,43,54. After basic

research into Schottky barrier diodes (SBDs), MOSFETs, and JFETs in the early 2000s and their

respective first mass production only a decade later, SiC has rapidly evolved into a cornerstone

of the high-power electronics industry1,54. The following cost reduction and increasing acces-

sibility of high-quality material quickly rekindled the interest of the high-energy physics (HEP)

community in SiC (especially the 4H-SiC polytype) for particle detection. The primary goal has

been to develop devices that fulfill the ever-growing demands for operation in high-luminosity and

high-energy environments2,63.

B. Crystal structure & Polytypes

SiC is a compound semiconductor formed by Si and C in equal parts, which both possess four

valence electrons. Within a crystalline lattice, each Si-atom bonds with exactly four C-atoms

and vice versa. The SiC crystal can arrange, at least theoretically, in infinitely many constella-

tions43,57,64. While the occurrence of a given compound in more than one crystal structure is

defined as polymorphism, SiC itself is a prime example of a specialized form, called polytypism,

where all stable phases (called polytypes) differ from each other in a specific way57.

Each SiC polytype is constructed by stacking sheets of equal Si-C bilayers in a varying fashion

upon each other. Thus, SiC polytypes are identical in two dimensions and only differ within the
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a1

a2

a3
[0001]

A B C

FIG. 1. The three possible occupation sites (A, B, and C) in a hexagonal close-packed system of Si-C

bilayers stacked along the [0001] axis. a1, a2, and a3 form base vectors with an angle of 120◦ that are

consistent with the Miller-Bravais notation57. Reproduced with permission from Fundamentals of Silicon

Carbide Technology43 (chap. 2). Copyright 2014, John Wiley & Sons Singapore Pte. Ltd.

dimension/axis perpendicular to the bilayer sheets (often referred to as the basal plane). This axis

is known as the principal axis, c-axis, and [0001]-axis in literature3,43,48,57,63,64.

In a hexagonal close-packed system, subsequent layers can not occupy the same lattice sites

but have to alternate (see Fig. 1). The resulting stacking order of these three positional sites

then defines the SiC polytype57, which is named after two distinctive features: The number of

layers until the respective stacking order repeats itself, and whether the emerging structure shows

a cubic (C), hexagonal (H), or rhombohedral (R) symmetry43,57,63. Besides the polytype 4H-SiC

investigated in this review, the most prominent ones are 3C-SiC and 6H-SiC, whose stacking order

and structure only differ slightly (see Fig. 2).

C. Anisotropy of 4H-SiC

Despite the infinite number of stacking variations, only 3C-SiC is isotropic in nature (cubic

symmetry). Every other polytype features a certain degree of anisotropy, which denotes a direc-

tional dependence of material and electrical properties43,48,57. Though this anisotropic nature can

be simplified into two components, parallel and perpendicular to the c-axis, a very basic introduc-

tion regarding the complexity of the crystallographic structure of 4H-SiC is attempted. For more
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FIG. 2. Stacking structures of (a) 3C-SiC, (b) 4H-SiC, and (c) 6H-SiC along the principal axis. h and k

denote whether the structure surrounding the lattice site is of cubic or hexagonal form. Gray layers high-

light the name-giving number of stacks until the structure is repeated. Reproduced with permission from

Fundamentals of Silicon Carbide Technology43 (chap. 2). Copyright 2014, John Wiley & Sons Singapore

Pte. Ltd.

detailed information, the reader is referred to the dedicated literature48,65,66.

In the field of crystallography, structures are usually defined via a unit cell. Such a formation,

often also called a primitive cell, represents the smallest repeating unit that still represents the full

symmetry of the overlying crystal structure67. In the case of 4H-SiC, the unit cell is of hexagonal

type and consists of four Si and C atoms each. The given base vectors a1, a2, a3 (forming a 120◦

angle between each other), and c form a Bravais lattice, while the so-called Miller-Bravais-notation

is used to describe other important directions/axes and faces via a complex linear superposition

(see Fig. 3)67. For example, the (0001)-face and the opposite (0001)-face are also often called

the Si and C face68, while the latter is also known as the basal plane48. Considering common SiC-

manufacturing methods, the (0001)-face (Si-face) is usually parallel to a wafer surface, implying

that the c-axis ([0001] direction) is perpendicular to it43,48,57,65,69.

Within the unit cell characteristic points Γ, M, K and A were defined (see Fig. 4)70,71, which are

important in the context of energy band structures. From this definition, the following directions

are derived:

• Γ−A [0001] direction

17



FIG. 3. 4H-SiC unit cell. a1, a2, a3, and c represent the base vectors of a Bravais lattice, while the [0001]

and [1100] direction, as well as the (0001) and (1120) faces, are given in Miller-Bravais notation67. Not

shown, but often encountered within the literature, is the [1120] direction, perpendicular to both the c-

axis and [1100] direction. Reproduced with permission from Physica Status Solidi (b) 260, 10 (2023)69.

Copyright 2023, Wiley-VCH GmbH.

• Γ−M [1100] direction

• Γ−K [1120] direction

The anisotropic nature of 4H-SiC in simulations is usually handled in a much simpler way

than the above definitions may indicate. In general, we differentiate two cases when discussing

material and electrical parameters of 4H-SiC: A parallel and a perpendicular component with

respect to the c-axis (or principal axis and [0001] direction)2,43,48,54,57,63,66,68. These components

will be denoted by ∥ and ⊥ throughout this work.

IV. PERMITTIVITY

The permittivity ε describes charge movement in response to internal/external potentials, how

the latter are screened within a material72, the dielectric properties that influence electromagnetic

wave propagation as well as their reflections on interfaces73. In TCAD simulations, the main ap-

plication of the permittivity is the Poisson equation74, which describes the electric field induced

by a charge. This is important, for example, to (i) calculate capacitances within a device, (ii) de-

18



FIG. 4. Characteristic lattice locations of 4H-SiC within the unit cell. The included kx, ky, and kz directions

are according to Miller-Bravais notation. Reproduced with permission from Fundamentals of Silicon Car-

bide Technology43 (chap. 2). Copyright 2014, John Wiley & Sons Singapore Pte. Ltd.

termine the doping concentrations of measured samples and (iii) investigate the impact of defects

and traps.

All TCAD tools require a value input of the relative permittivity εr = ε/ε0, i.e., the ratio of ε to

the vacuum permittivity ε0 = 8.854×10−12 F/m. Accurate values are important for two reasons:

1) Basic characteristics like the capacitance in response to an applied external voltage are often

the foundation for more advanced investigations. Small errors in the beginning multiply, causing

larger deviations down the line. 2) Depending on material and investigation, the amount of charge

carriers can be very high (1018/cm and more), which amplifies any initial inaccuracy.

Our review shows that although fundamental investigations were published up to the present

day, they rarely were referenced in the literature. Instead, the mainly deployed values trace back to

a publication from the year 1970, which is itself based on measurements of the 6H-SiC polytype

from 1944.

A. Introduction

The relative permittivity is a complex function of the frequency ω (see Eq. (1)). The real part

ε ′ represents the energy stored in the material when exposed to an electric field, and the imaginary
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part ε ′′ the losses, e.g., absorption and attenuation73.

ε
∗
r (ω) = ε

′(ω)+ iε ′′(ω) (1)

ε ′ and ε ′′ are tightly interconnected via the Kramers-Kronig (KK) relation35 (see Eq. (2)). In

TCAD simulations of semiconductor devices, ε ′′ is of low importance, while ε ′ is featured in the

Poisson equation. Consequently, we will focus on ε ′ in the sequel.

ε
′(ω) = 1+

2
π

∫
∞

0

ω ′ε ′′(ω ′)

ω ′2 −ω2 dω
′ (2a)

ε
′′(ω) = −2ω

π

∫
∞

0

ε ′(ω ′)

ω ′2 −ω2 dω
′ (2b)

1. Static and High-Frequency Relative Permittivity

Although investigations on the frequency-dependent ε ′ exist75–78, we focus here on the static

(εs) and high-frequency resp. optical (ε∞) relative permittivity. The former is declared as εs =

ε ′(ω → 0), while a definition for the latter is more complicated. ε∞ denotes ε ′ at the end of

the reststrahlen range towards higher frequencies, where the real part of the refractive index is

null79. In a publication that focused on optical high-frequency analysis80, ε∞ was even denoted

as ε ′(0), which must not be confused with εs. These inconsistencies were explained by Patrick

and Choyke 81 in the following fashion: “We shall use ε∞ to denote the extrapolation . . . to zero

frequency. This somewhat contradictory notation arose because ε∞, the "optical" dielectric con-

stant, was often set . . . at a frequency much higher than the lattice frequency but low compared

with electronic transition frequencies. In many substances no suitable frequency exists, and it is

preferable to extrapolate optical data to zero frequency . . .”

Thus, ε∞ is measured at frequencies well above the long-wavelength longitudinal optical (LO)

phonon frequency ωLO
35. The latter is used in conjunction with the transversal optical (TO)

phonon frequency ωTO in the Lyddane-Sachs-Teller (LST) relationship82 to translate between εs

and ε∞ (see Eq. (3)).
εs

ε∞

=

(
ωLO

ωTO

)2

(3)

2. Characterization Methods

One possibility to determine the relative permittivity are calculations using the density func-

tional theory (DFT) based local density approximation (LDA)7,80,83–88 or the effective mass
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theory89. These calculate the band structure and, thus, ε ′′ before transforming it into ε ′ us-

ing the Kramers-Kronig relations (Eq. (2)). Measurements use either some form of resonator

(RES)77,78,90, spectroscopy (SPEC)75,76,91, spectroscopic ellipsometry (SE)92,93, infrared ellip-

sometry (IRE)94, the refractive index (RI)81,95,96 and a fitting to ln(J/F)97, with J the current

density and F the field in a pin-diode. In two instances the transversal and longitudinal optical

phonon frequencies were used in the Lyddane-Sachs-Teller relationship (Eq. (3))92,93.

If ε ′′ is negligible, the permittivity can be computed from its tight relationship with the com-

plex refractive index n∗, i.e., n∗(E) =
√

εr(E)35, with E = h̄ω . In four publications76,81,95,96 ε∞

was fitted by the representation shown in Eq. (4), with h f being the photon energy, Eg an "average

band gap" and εg proportional to the oscillator strength81. Six publications investigated the rel-

ative permittivity at mm-wave frequencies (MM) (10 GHz to 10 THz)90,98–102, whose results got

summarized by Li et al. 77 and Yanagimoto et al. 103 .

n2 = 1+
εg

1− (h f/Eg)2 ≈ ε∞ + εg

(
h f
Eg

)
(4)

B. Results & Discussion

Publications had to be discarded for this review when no polytype was specified104–107 or pow-

der material was investigated108,109. Ivanov et al. 89 improved upon the value εs = 9.95110,111

causing us to discard the outdated publications. For measurements at mm-wave frequencies, the

data fluctuated, or solely single data points were provided. Since this makes an interpolation to

zero frequency (= εs) impossible we did not consider the respective data. We were unable to con-

firm some of the values referenced in the overview of high-frequency permittivities by Bechstedt

et al. 3 because we could not acquire the book by Bimberg 112 . Out of 206 reviewed publications,

only 179 provided a comprehensive set of data and were included in our analysis.

1. Fundamental Values

We found static relative permittivity (εs) values within 9.6 – 10.65 and high-frequency relative

permittivity (ε∞) within 6.25 – 7.61 (see Table I), whereas the direction parallel to the c-axis

achieves larger values than the perpendicular ones. Wherever necessary, we calculated the relative

permittivity according to εs = (ε
∥
s (ε

⊥
s )2)

1
3 resp. ε∞ = (ε

∥
∞ (ε⊥∞ )2)

1
3 70,117–120, which was more often

used than εs = (ε
∥
s ε⊥s )

1
2 proposed by Ivanov et al. 89 .
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TABLE I. Fundamental investigations on permittivity. mark publications focused on 6H-SiC.

ref. εs ε
∥
s ε⊥

s ε∞ ε
∥
∞ ε⊥

∞ methoda SiC doping

[Patr70]81a 9.78h 10.03 9.66 6.58h 6.7 6.52 RI 6H –

[Iked80]95b 9.94h 10.32 9.76 – – – RI 4H –

[Chen94]113 – – – 7.04h 7.20 6.96 DFT-LDA 4H –

[Nino94]92 9.83h 9.98 9.76 6.62h 6.67 6.59 SE 6H –

[Hari95]96c – – – 6.63h 6.78d 6.56d RI 4H –

[Karc96]83 10.53h 10.9 10.352 7.02h 7.169 6.946 DFT-LDA 4H –

[Well96]84 – – – 7.02h 7.17 6.95 DFT-LDA 4H –

[Adol97]85 – – – 7.56h 7.61 7.54 DFT-LDA 4H –

[Ahuj02]86 – – – 7.11h 7.47 6.94 DFT-LDA 4H n-type

[Peng04]87 – – – 6.31h 6.44 6.25 DFT 4H –

[Pers05]114 9.73h 9.94 9.63 6.47h 6.62 6.40 DFT-LDA 4H intrinsic

[Chin06]80 – – – 6.81 – – DFT-LDA 4H intrinsic

[Dutt06]98 9.97±0.02e – – – – – MM 4H high purity

[Ivan06]89 9.93±0.01 – – – – – EMT 4H intrinsic

[Hart11]78 9.77g – – – – – RES 4H high purity

[Jone11]90 9.60f – – – – – RES 4H high purity

[Naft16]75 10.11h 10.53g 9.91g – – – SPEC 4H undoped

[Cout17]88 10.13h 10.65 9.88 – – – DFT-LDA 4H –

[Tare19]76 – – – 6.587±0.003 – – SPEC 4H –

[Chen22]93 – – 9.97 – – – SE 4H –

[Gao22a]91 – – – 6.51 – – SPEC 4H –

[Yang22a]97 10.21 – – – – – ln(J/F) 4H p-type

[Li23]77 – 10.27±0.03 – – – – RES 4H high purity

[Li24b]101 9.91h 10.20±0.05 9.77±0.01 – – – RES 4H high purity

[Main24]94 – – – – – 6.40±0.20 IRE 4H –

a fitted to refractive index values by Thibault 115

b fitted to refractive index values by Shaffer 116 using 6H phonon frequencies
c fitted to refractive index values by Shaffer 116

d referenced by Bechstedt et al. 3 from [Bimb82]112

e frequency range 131 – 145 GHz, for lower resp. higher frequencies εs = 9.74 was achieved
f calculated from refractive index n as εs = n2

g wavelength and/or temperature dependent
h εr = ((ε⊥r )2ε

∥
r )

1/3
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FIG. 5. Fundamental investigations on permittivity in chronological order.

Early investigations81,95,96 utilized Eq. (4) to extract the permittivity from varying refractive

index data, some measured on 6H-SiC samples. After the year 1996 dominated calculations of ε∞

and past 2006 measurements of εs. Despite these different phases, we were unable to identify any

trends over time (see Fig. 5). On the contrary: The 6H-SiC permittivity values are similar to 4H.

This is underlined by the statements of Zollner et al. 121 who stated that for energies below 3 eV

their results are comparable to 6H values122.

2. Origin of Parameters

The primary source for 4H-SiC permittivity in literature is the investigation by Patrick and

Choyke 81 (see Fig. 6) based on 6H measurements published in 1944115. The usage of 6H values

was justified in multiple publications6,118,126,127,139,141,144 by the unavailability of 4H specific pa-

rameters. The fact that this claim is repeated up to the year 202293 shows the high demand for

a systematic parameter analysis. In the majority of cases, 6H values were, however, used for 4H

analyses without further remark, which left the false impression of specific 4H parameters.

This unawareness of dedicated 4H-SiC permittivities is surprising, especially because Ikeda,

Matsunami, and Tanaka 95 published corresponding values already in 1980. Based on measure-

ments by Shaffer 116 but using the phonon frequency of 6H, direction-dependent values for εs

were, easy to overlook, added to a comment in the reference list. Interestingly, we encountered

the proposed values on multiple occasions7,8,10,43,68,201 but never found a direction citation of that

particular paper. Not even cross-references among the citing publications exist.
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Permittivity (ε∥
s , ε⊥

s / ε
∥
∞ , ε⊥

∞ )

Patrick and Choyke

[Patr70]81 ( 10.03 , 9.66 / 6.7 , 6.52 )

[Made91]123 ( 10.03 , 9.66 / 6.7 , 6.52 )

[Wenz95]124 ( – / – , 6.52 )

[Pers97]125 ( 10.03 , 9.66 / 6.7 , 6.52 )

[Pers99]126 ( 10.03 , 9.66 / 6.7 , 6.52 )

[Son04]127 ( 10.03 , 9.66 / 6.7 , 6.52 )

[Harr95]6 ( 10.3 , 9.66 / 6.7 , 6.52 )

[Neud01]128 ( 9.7 / – )

[Choi05]129 ( 9.7 / – )

[Neud06]130 ( 9.7 / – )

[Zhu08]131 ( 9.7 / – )

[Wije11]132 ( 10 / – )

[Arvi17]133 ( 9.7 / 6.52 )

[Pezz08]134 ( 9.66 / – )

[Pear23]135 ( 9.7 / – )

[Casa96]136 ( 9.66 / – )

[Huan98]137 ( 9.7 / – )

[Made96]138 ( 10.03 , 9.66 / 6.7 , 6.52 )

[Lind98]117 ( 10.03 , 9.66 / – )

[Bako97]139 ( 10.03 , 9.66 / – )

[Egil99]140 ( 9.7 / – )

[Lade00]141 ( 10.03 , 9.66 / – )

[Lech21]142 ( 9.66 / – )

[Pern01]118 ( 9.78 / 6.58 )

[Pern05]119 ( 9.78 / 6.58 )

[Arpa06]143 ( 10 / – )

[Koiz09]120 ( 10.03 , 9.66 / 6.7 , 6.52 )

[Scab11a]33 ( 9.78 / – )

[Hata13]144 ( 10.03 , 9.66 / – )

[Naug17]145 ( 10.03 , 9.66 / – )

[Arva17]146 ( 9.66 / – )

[Chou21]147 ( 9.66 / – )

[Yosh18]148 ( – , 9.7 / – )

[Micc19]149 ( 9.66 / – )

[Trip19]150 ( 9.66 / – )

[Klah20]151 ( 10 / – )

[Kova20]152 ( 9.67 / 6.5 )

[Zatk21]153 ( 9.66 / – )

[Ioff23]36 ( 10.03 , 9.66 / 6.7 , 6.52 )

[Acha17]154 ( 8.5884 / – )

[Bane21]155 ( 8.5884 / – )

[Kim24]156 ( 9.7 / 6.52 )

Bhatnagar and Baliga

[Bhat93]157 ( 9.7 / – )

[Codr00]158 ( 9.7 / – )

Chow and Tyagi

[Chow93]159 ( 9.945 / – )

[Weit96]160 ( 9.7 / – )

Chen, Levine, and Wilkins

[Chen94]113 ( – / 7.20 , 6.96 )

[Bech97]3 ( – / 7.2 , 6.96 )

Morkoç et al.

[Mork94]161 ( 9.7 / – )

[Burk99]162 ( 9.7 / – )

Ninomiya and Adachi

[Nino94]92 ( 9.98 , 9.76 / 6.67 , 6.59 )

[Ayal04]48 ( 9.98 , 9.76 / – )

[Kimo19]68 ( 10.32 , 9.76 / – )

Harima, Nakashima, and Uemura

[Hari95]96 ( – / 6.78 , 6.56 )

[Hari98]163 ( – / 6.8 )

Sriram et al.
[Srir97]164 ( 9.7 / – )

[Han03]165 ( 9.7 / – )

Mickevičius and Zhao
[Mick98]166 ( 9.7 / 6.5 )

[Zhao00]167 ( 9.7 / 6.5 )

[Aktu09]168 ( 9.7 / 6.5 )

Troffer
[Trof98]10 ( 10.32 , 9.76 / – )

[Zipp11]169 ( 9.76 / – )

Weitzel
[Weit98]170 ( 9.7 / – )

[Nava08]63 ( 9.7 / – )

Wright et al.

[Wrig98]171 ( 9.7 / – )

[Bali06]172 ( 9.7 / – )

[Bali19]173 ( 9.7 / – )

[Tsao18]44 ( 9.7 / – )

[Jiya20]1 ( 9.7 / – )

Nilsson et al.
[Nils99]174 ( – / – )

[Bell99]72 ( 10 / 6.7 )

[Bell00]175 ( 10 / 6.7 )

[Vasc19]176 ( 10 / 6.7 )

[Rodr21]177 ( 10 / 6.7 )

Chow
[Chow00]178 ( 10 / – )

[Dhan10]179 ( 10 / – )

Elasser and Chow
[Elas02]180 ( 10 / – )

[Su10]181 ( 10 / – )

Zetterling

[Zett02]182 ( 10 / – )

[Ostl11]183 ( 10 / – )

Hjelm et al.

[Hjel03]184 ( 9.7 / 6.5 )

[Kova20]152 ( 9.67 / 6.5 )

Agarwal, Ryu, and Palmour

[Agar04]107 ( 10.007 / – )

[Ozpi04]185 ( 10.1 / – )

Ivanov et al.
[Ivan06]89 ( 9.93 / – )

[Janz08]14 ( 10.36 , 9.55 / – )

Kaminski
[Kami09]186 ( 9.7 / – )

[Kami14]187 ( 9.7 / – )

Buttay et al.

[Butt11]188 ( 10 / – )

[Fuji15]189 ( 10 / – )

Neudeck
[Neud13]17 ( 9.7 / – )

[Hass18]190 ( 9.7 / – )

Higashiwaki et al.

[Higa14]191 ( 9.7 / – )

[Liu15]192 ( 9.7 / – )

[Zhen20]193 ( 9.7 / – )

Kimoto and Cooper

[Kimo14a]43 ( 10.32 , 9.76 / – )

[Elah17]194 ( 10 / – )

[Ostl24]195 ( 10 / – )

[Ryba17]196 ( 9.7 / – )

[Tana18]70 ( 9.95 / – )

[Darm19]197 ( 9.76 / – )

Coutinho et al.
[Cout17]88 ( 10.65 , 9.88 / – )

[Torr22]198 ( 10.65 , 9.88 / – )

Pearton et al.
[Pear18]199 ( 9.7 / – )

[Sole19]200 ( 9.7 / – )

[Kim24]156 ( 9.7 / 6.52 )

Li et al.
[Li23]77 ( 10.27 , – / – )

[Li23a]100 ( 10.27 , – / – )

FIG. 6. Reference chains for the permittivity. A single value denotes εs respectively ε∞ without direction.

are investigations not focused on 4H-SiC and novel analyses on 4H-SiC.

24



The negligence of 4H-SiC permittivity investigations seems to be deeply rooted within the

scientific community. Only 5 out of the 23 fundamental research articles were cited within the

boundaries of this review. The fact that six got published after the year 2021 provides just a

partial explanation. Although long reference chains (cp. Fig. 6) hide the fact that these are 6H-

based values, we also found papers within the last five years referencing directly to Patrick and

Choyke 81 . Another interpretation of these insights is that the permittivity has little impact in

TCAD simulations, such that somewhat accurate 6H values are often sufficient. The difference

is anyhow well within 5 %. Nevertheless, we highly encourage the scientific community to also

adopt more recent permittivity evaluations on 4H-SiC in future publications, or at least clearly

specify and comment on the usage of 6H parameter values.

3. Literature Values

We found evidence that the 6H values by Patrick and Choyke 81 were used in 41 publication,

either referenced directly or via intermediate publications. Thereby, the values were transformed

by rounding, e.g., 9.66 9.7 10128,143 (cp. Fig. 6), defining directional permittivities as effec-

tive ones, e.g., ε⊥s = 9.66 εs = 9.7 or ε
∥
s = 10.03 εs = 10, and mere typographical errors,

e.g., turning 9.66 into 9.67152 (see Section A 1 for a comprehensive analysis of all encountered

inconsistencies). Over the years, these changes expanded the initial data set to such an extent that

the majority of all values in literature are covered (see Figs. 7 and 8). Due to missing references,

we cannot say for sure that all authors who picked the same value made their selection based on

the same data. For example, values like εs = 9.7 could be derived from both Patrick and Choyke 81

and Ikeda, Matsunami, and Tanaka 95 . In total, we found a direct connection of these two papers

alone to the values deployed in 80 % of the investigated publications, which confirms again the

negligence of 4H-SiC permittivity investigations.

In two cases, we had a hard time extracting and verifying permittivity results. Chow and

Tyagi 159 specified the permittivity as a multiple of the permittivity in Si. For a comparison we

picked εsSi = 11.736. Challenging is εs = 8.5584154,155, according to the authors computed from

ε⊥s = 9.66 and ε
∥
s = 10.0336. We were not able to calculate this value analytically since the result

is lower than both constituents. Only by adding the high-frequency relative permittivity to the mix

we achieved a somewhat close value of 8.
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ε⊥
s

[Janz08]149.55

[Yode96]2029.6

[Pers05]1149.63

[Ioff23]36

[Naug17]145

[Hata13]144

[Koiz09]120

[Son04]127

[Levi01]21

[Lade00]141

[Pers99]126

[Lind98]117

[Pers97]125

[Bako97]139

[Patr70]81

9.66

[Yosh18]1489.7

[Kimo19]68

[Kimo14a]43

[Resh05]201

[Pens05]7

[Ayal04]48

[Trof98]10

[Scha97]8

[Nino94]92

[Iked80]95

9.76

[Li24b]1019.77

[Torr22]198

[Cout17]889.88

[Naft16]759.91

[Chen22]939.97

[Karc96]8310.352

εs

[Bane21]155 [Acha17]1548.5884

[Jone11]909.60

[Rao22]203 [Zatk21]153 [Lech21]142 [Chou21]147 [Trip19]150

[Sozz19]204 [Micc19]149 [Arva17]146 [Nipo16]205 [Usma14]206

[Pezz13]207 [Sand11]208 [Bell11]209 [Pezz08]134 [Schr06]210
9.66

[Kova20]1529.67

[Kim24]156 [Dong24]211 [Yang23]212 [Pear23]135 [Yang22]213

[Dena22]2 [Zhen20]193 [Jiya20]1 [Bisw20]214 [Sole19]200

[Bali19]173 [Tsao18]44 [Pear18]199 [Hass18]190 [Cabe18]215

[Ryba17]196 [Arvi17]133 [Liu15]192 [Chen15]216 [Kami14]187

[Higa14]191 [Neud13]17 [Mant13]217 [Alba10]218

[Kami09]186 [Donn09]219 [Aktu09]168 [Zhu08]131

[Nava08]63 [Neud06]130 [Bali06]172 [Choi05]129 [Bhat05]220

[Cole04]221 [Hjel03]184 [Han03]165 [Neud01]128 [Mori01]222

[Iwat01]223 [Zhao00]167 [Iwat00a]224 [Iwat00]225 [Codr00]158

[Egil99]140 [Burk99]162 [Wrig98]171 [Weit98]170 [Mick98]166

[Huan98]137 [Srir97]164 [Wrig96]226 [Weit96]160 [Nils96]227

9.7

[Neil12]229.72

[Darm19]197 [Zipp11]1699.76

[Hart11]789.77

[Scab11a]33 [Pern05]119 [Pern01]118 [Lind98]1179.78

[Kimo15]228 [Zhao03]229 [Elas03]230

[Elas00]231 [Chel97]232 [Scho94]349.8

[Ivan06]899.93

[Chow93]1599.945

[Tana18]709.95

[Dutt06]989.97

[Ostl24]195 [Rodr21]177 [Nouk20]233 [Klah20]151

[Vasc19]176 [Lebe17]37 [Elah17]194 [Chow17]234 [Fuji15]189

[Pell13]235 [Wije11]132 [Ostl11]183 [Butt11]188 [Su10]181

[Dhan10]179 [Sze07]236 [Mill07]237 [Pere06]238 [Arpa06]143

[Chow04]239 [Zhan02]240 [Zett02]182 [Trew02]241 [Lee02]242

[Keme02]243 [Elas02]180 [Dmit00]244 [Chow00a]245

[Chow00]178 [Bell00]175 [Bell99]72 [Zett98]246 [Shah98]247

[Rosc98]248 [Dani98]249 [Chow97]250 [Chow96]251

10

[Ozpi04]18510.1

[Yang22a]9710.21

ε
∥
s

[Pers05]1149.94

[Ayal04]48

[Nino94]929.98

[Yode96]20210

[Ioff23]36

[Naug17]145

[Hata13]144

[Koiz09]120

[Son04]127

[Levi01]21

[Lade00]141

[Pers99]126

[Lind98]117

[Pers97]125

[Bako97]139

[Patr70]81

10.03

[Li24b]101

[Niwa15]25210.2

[Li23a]100

[Li23]7710.27

[Kimo19]68

[Kimo14a]43

[Resh05]201

[Pens05]7

[Trof98]10

[Scha97]8

[Iked80]95

10.32

[Janz08]1410.36

[Naft16]7510.53

[Torr22]198

[Cout17]8810.65

[Karc96]8310.9

FIG. 7. Published values for the static permittivity. The size of values indicates the abundance in literature

and connections that at least one direct reference was found. Brighter colors highlight the initial values.

publications are not focused on 4H-SiC and are novel analyses on 4H-SiC.
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ε⊥
∞

[Peng04]876.25

[Tiwa99]2536.4

[Main24]94 [Pers05]1146.40

[Ioff23]36 [Koiz09]120

[Son04]127 [Levi01]21

[Pers99]126 [Pers97]125

[Wenz95]124 [Patr70]81

6.52

[Hari95]966.56

[Nino94]926.59

[Ahuj02]866.94

[Karc96]836.946

[Well96]846.95

[Bech97]3 [Chen94]1136.96

[Adol97]857.54

ε∞

[Kova20]152

[Donn09]219

[Aktu09]168

[Hjel03]184 [Iwat01]223

[Zhao00]167

[Iwat00a]224

[Iwat00]225

[Mick98]166

[Nils96]227

6.5

[Gao22a]916.51

[Kim24]156 [Arvi17]1336.52

[Pern05]119

[Pern01]1186.58

[Tare19]766.587

[Rodr21]177

[Vasc19]176

[Torp01]254

[Bell00]175 [Bell99]72

6.7

[Hari98]1636.8

[Chin06]806.81

ε
∥
∞

[Peng04]876.44

[Pers05]1146.62

[Nino94]926.67

[Ioff23]36 [Koiz09]120

[Son04]127 [Levi01]21

[Pers99]126

[Pers97]125 [Patr70]81

6.7

[Hari95]966.78

[Karc96]837.169

[Well96]847.17

[Chen94]1137.20

[Bech97]37.2

[Tiwa99]2537.45

[Ahuj02]867.47

[Adol97]857.61

FIG. 8. Published values for the static permittivity. The size of values indicates the abundance in literature

and connections that at least one direct reference was found. Brighter colors highlight the initial values.

publications are not focused on 4H-SiC and are novel analyses on 4H-SiC.

4. Temperature Dependency and Phonon Frequencies

The static permittivity is temperature-dependent. Although TCAD tools do not support

temperate-dependent permittivities by default, it is possible to cover these changes by cus-

tom code in the simulations. For a frequency around 40 GHz, Hartnett et al. 78 provided a

polynomial approximation up to degree four (see Eq. 5). Cheng, Yang, and Zheng 93 approx-

imated ε⊥s = 9.82 + 4.87 × 10−4 T and Li et al. 101 ε⊥s = 9.77(1 + 6 × 10−5(T − 300K)) and

ε
∥
s = 10.2(1+1×10−4(T −300K)). All these models show an increase of the permittivity with
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FIG. 9. Permittivity vs. temperature. The models are only shown in the interval used for characterization.

rising temperature (Fig. 9).

εs(T ) = 9.7445+3.1862×10−5 T −6.3026×10−7 T 2

+5.9848×10−9 T 3 −8.2821×10−12 T 4
(5)

While we investigated the permittivity, we encountered various values of the longitudinal (ωLO)

and transversal optical (ωTO) phonon frequencies in 4H-SiC (see Table II). For ωLO, we found

values of 104 – 120 meV and 964 – 992 cm−1. The two ranges do not fully overlap, as an energy

of 104 meV translates to 838 cm−1. For ωTO the values of 95 – 100 meV and 776 – 798 cm−1

match better. Due to the fact that this was not the result of a targeted search we do not claim

completeness.

V. DENSITY-OF-STATES MASS

TCAD tools use effective masses to simplify the description of specific effects. Examples are

tunneling masses, quantum well masses, effective mass at the contactor in a channel, thermionic

relative masses, conductivity masses, and density-of-states masses. Detailed information on each

can be found in the respective simulation framework manual. In this section we review the density-

of-states (DOS) mass260, which is used in TCAD simulations, e.g., to calculate the charge carrier

concentration or impact and incomplete ionization.

Overall, our review reveals that the majority of investigations on the density-of-states masses

in 4H-SiC were conducted in a single decade between 1994 and 2004. The earliest studies in the

1970s were focused on measurements, while nowadays calculations are utilized predominantly.

This led to the concerning circumstance that we were only able to identify two measurements
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TABLE II. Phonon frequencies in 4H-SiC. No claim for completeness.

ref ωLO ωLO ω
∥
LO ω⊥

LO ωTO ωTO ω
∥
TO ω⊥

TO

[meV] [1/cm] [1/cm] [1/cm] [meV] [1/cm] [1/cm] [1/cm]

[Feld68]255 – 967 – 971 – – – – – –

[Neub71]19 120a – – – 100 – – –

[Hari95]96 – – 964.2 966.4 – – 783 798

[Frei95]256 104.1±0.2 – – – 95 – – –

[Hari98]163 – 964 – – – 783 – –

[Tiwa99]253 – – 967±3 971 – – 782 797

[Levi01]21 104.2b – – – – – – –

[Sun11a]257 – 984±21 – – – 776.4±1.0 – –

[Arvi17]133 – 974 – – – 793 – –

[Zhen19]258 – 964 – – – – – –

[Main24]94 – – – 992.1±0.2 – – – 797.7±0.3

a corresponds to 29THz, same value proposed in72,86,125,184,223,259.
b denoted as 6H by Neuberger 19

for the hole DOS mass. The demand for a more thorough characterization is also fueled by the

significant temperature dependency (the hole mass more than doubles between zero and 300 K)

that was predicted by calculations but is rarely considered in literature.

A. Introduction

The density-of-states masses are calculated from the direction-dependent effective masses of

electrons and holes, which are mathematically defined as the reciprocal of the second derivative

of the spherically averaged dispersion relation117. The latter, also called conduction and valence

band, are non-uniform in a semiconductor, resulting in deviating masses along each principal

direction.

We start our analysis with a discussion of the direction-dependent masses and then show how

the DOS (and also the conductivity) masses are derived. To increase readability the effective mass

m is denoted relative to the free electron mass m0, i.e., m∗ = m/m0
261. For further information, the

interested reader is referred to the dedicated literature4–8,35,114,127,262.
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1. Effective Masses along Principal Directions

For electrons, the masses are specified in the directions starting in the conduction band min-

imum at the M point5,48,263–265 (cp. Section III) towards the Γ, K and L point, denoted in the

sequel as m∗
MΓ

, m∗
MK and m∗

ML. The first two are perpendicular to the c-axis, the latter one paral-

lel48,139,266,267. In the M point, two conduction bands are very close together, such that both can

influence the effective mass8,265. Zhao et al. 167 even used three conduction bands. If not stated

otherwise, we will focus solely on the lowest one within this paper.

The valence band maximum is in the Γ point10,48,139. Consequently, the three relative hole

masses are termed m∗
ΓM, m∗

ΓK (perpendicular), and m∗
ΓA (parallel), indicating the directions towards

the M, K, and A point265,268. Three separate bands meet at the Γ point127,139,263,268,269. The two

topmost are called heavy-hole (hl) and light-hole (ll), and the third one crystal split off (so)127,269.

Although all may influence the effective mass, often only a subset is used.

2. Density-of-States (DOS) Mass

The effective density-of-states is, for example, used to evaluate the electron and hole concen-

tration. It is defined separately for conduction (NC) and valence (NV) band33,141,169,270–272 (see

Eq. (6)) with MC equal the number of conduction band minima in the first Brillouin zone271.

NC = 2 MC

(
2πm∗

dekBT
h2

)3/2

NV = 2
(

2πm∗
dhkBT
h2

)3/2
(6)

m∗
de and m∗

dh denote the effective density-of-states masses, which are defined as the multiplicative

average of the direction-dependent masses (see Eq. (7))7,127,139,140,262,272,273.

m∗
de = (m∗

de⊥
2 m∗

de∥)
1/3 = (m∗

MΓm∗
MKm∗

ML)
1/3

m∗
dh = (m∗

dh⊥
2 m∗

dh∥)
1/3 = (m∗

ΓMm∗
ΓKm∗

ΓA)
1/3

m∗
de⊥ =

√
m∗

MΓ
m∗

MK , m∗
de∥ = m∗

ML

m∗
dh⊥ =

√
m∗

ΓMm∗
ΓK , m∗

dh∥ = m∗
ΓA

(7)

In this case m∗
de is called the single valley DOS electron effective mass7,48,140,144, as the fac-

tor MC is not considered. It is common, e.g., in some TCAD tools, to add MC to the effective
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mass35,139,218,274,275 (see Eq. (8)). In this review, we will only present the single valley values and

highlight all publications where we found expressions including MC.

m∗
de = (M2

C m∗
de⊥

2 m∗
de∥)

1/3 (8)

In addition to the direction, the effective mass of the holes also has to combine multiple bands,

i.e., the masses of heavy (m∗
hh) and light (m∗

lh) holes (see Eq. (9))117,119,236.

m∗
dh =

(
m∗

hh
3/2 +m∗

lh
3/2
)2/3

(9)

This expression is already a simplification because the energy differences among the bands also

have to be considered139,276 (see Eq. (10)). ∆E2 and ∆E3 denote the energy difference to the highest

band, which were determined as 9 meV139 resp. 8.6 meV125 for the second band and 73 meV139,

77 meV277 resp. 72 meV276 for the third band.

m∗
h(T ) =

[
m∗

h1
3/2 +m∗

h2
3/2 exp

(
−∆E2

kBT

)
+m∗

h3
3/2 exp

(
−∆E3

kBT

)]2/3

(10)

The changing amount of charge carriers with temperature can be compactly modeled by using

a thermal DOS effective mass262,278. There is no explicit form available but it was calculated by

Wellenhofer and Rössler 262 (electrons and holes separately) and Tanaka et al. 70(average effective

mass). Later Schadt 8 , Hatakeyama, Fukuda, and Okumura 144 fitted the results from Wellenhofer

and Rössler 262 with an equation used for silicon279 (see Eq. (11)).

m∗(T ) =
(

z0 + z1T + z2T 2 + z3T 3 + z4T 4

1+n1T +n2T 2 +n3T 3 +n4T 4

)η

(11)

A temperature-dependent change according to Eq. (11) can be included in some of the modern

TCAD tools, but we found no possibility of implementing Eq. (10). Not supported are also doping-

dependent DOS masses35, which were already shown for 6H-SiC280, but not yet for 4H.

3. Effective Conductivity Mass

We regularly encountered the conductivity mass in our review. Initially, we found it very chal-

lenging to distinguish it from the DOS mass, because both are calculated from the direction-

dependent effective masses. Therefore, we decided to explicitly highlight the differences here.

31



The conductivity mass m∗
c is a simplification to model the mobility µ (see Section X) in

4H-SiC8,70,137,223–225,281–285 as shown in Eq. (12)5, with τ the charge carrier lifetime (see Sec-

tion VIII).

µ =
eτ

m∗
c m0

, (12)

The differences to the DOS mass are seen in the definition of the conductivity mass, which is

reciprocal (see Eq. (13))35,281,282,286.

m∗
ce =

3m∗
ce⊥m∗

ce∥
m∗

ce⊥+2m∗
ce∥

m∗
ch =

3m∗
ch⊥m∗

ch∥
m∗

ch⊥+2m∗
ch∥

2
m∗

ce⊥
=

1
m∗

MK
+

1
m∗

MΓ

, m∗
ce∥ = m∗

ML

2
m∗

ch⊥
=

1
m∗

ΓM
+

1
m∗

ΓK
, m∗

ch∥ = m∗
ΓA

(13)

Combining these definitions leads to condensed expressions for the conductivity mass we encoun-

tered regularly in literature (see Eq. (14))137.
3

m∗
ce

=
1

m∗
MΓ

+
1

m∗
MK

+
1

m∗
ML

3
m∗

ch
=

1
m∗

ΓM
+

1
m∗

ΓK
+

1
m∗

ΓA

(14)

4. Polaron Mass

In the Si-C bond of silicon carbide, carbon atoms are more electronegative than silicon ones,

resulting in a partly ionic crystal127. Within this surrounding, a charge carrier, together with its

self-induced polarization, forms a quasiparticle, which is called a polaron287. This can also be

described by longitudinal optical vibrations that generate an electric field along the direction of

the vibration which interacts with the charge carriers127,261. Effectively, the carrier is “dressed” by

a charge leading to a deviating effective mass125. The adapted mass mp, called polaron mass, is

slightly higher than the bare mass m and can be calculated according to Eq. (15)114,125,127, where

α is called the Fröhlich constant. If the CGS unit system is used287–289 the term 1/4πεs of Eq. (16)

has to be removed.

mp = m 1−8×10−4α2

1−α/6+3.4×10−3α2 ≈ m
(
1− α

6

)−1 (15)

α = 1
2

(
1

ε∞
− 1

εs

)
e2

h̄ωLO

(
2mωLO

h̄

)1/2
1

4πεs
(16)
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5. Characterization Methods

Effective masses were mainly determined by band structure calculations. The most com-

monly used approach is the density functional theory (DFT) using local density approximation

(LDA)65,124,168,227,262,264–266,290, projector augmented wave (PAW)268,291, (full-potential) lin-

earized augmented plane wave ((FP)LAPW)114,125,127,263,292, (orthogonalized) linear combination

of atomic orbital ((O)LCAO)80,293, full-potential linear muffin-tin orbital method (FPLMTO)294

and hybrid pseudo-potential and tight-binding (HPT)295. Additional calculations feature empirical

pseudo potentials (EPM)175,296 and RSP Hamiltonians (RSPH)269.

Published values also served as starting point for Monte Carlo (MC)168,227 simulations and ge-

netic algorithm fittings (GAF)297,298 that condense multiple investigations into new parameter sets.

For example, the data by Son et al. 299 were refined by Nilsson, Sannemo, and Petersson 227 , whose

results served as a starting point for a fitting by Mickevičius and Zhao 166 . Similarly, Mikami,

Kaneko, and Kimoto 300 calculated the hole mass as the second derivative of the E-k dispersion by

Persson and Lindefelt 263 .

The calculations are complemented by measurements of the infrared spectroscopic ellipsom-

etry (IRSE)253, photoluminescence140, infrared absorption (IR)271, Raman scattering96 and Hall

effect120,283,301,302. Also prominent are investigations based on optically detected cyclotron reso-

nance (ODCR)261,285,299,303,304, but in these cases, polaron masses were achieved.

B. Results & Discussion

In this section, we present and discuss the DOS mass values found in the literature. We dis-

carded conductivity masses300, publications that did not clearly specify the SiC polytype305, the

results by Son et al. 299 because Son et al. 127 stated that the smaller values are due to “errors

caused by a broad and asymmetric ODCR line shape with the peak position slightly shifted to

lower magnetic fields” and the values by Bellotti 72 , which were later published again175. Overall,

138 out of 153 collected publications were included in our analyses.

1. Effective Mass along Principal Directions

The relative masses in the principal directions (see Table III) are predominantly determined

by calculations. Out of 21 publications, only two283,304 conducted measurements, and both fo-
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TABLE III. Effective masses in principal directions. Multiple values for the same band are calculated by

differing algorithms. denotes measurements.

electron hole

ref. m∗
MΓ

m∗
MK m∗

ML band m∗
ΓM m∗

ΓK m∗
ΓA band method polaron

[1] [1] [1] [1] [1] [1]

[Kack94]290 0.62 0.13 0.39 – 4.23 2.41 1.73 hh DFT-LDA –

– – – – 0.45 0.77 1.73 lh DFT-LDA –

– – – – 0.74 0.51 0.21 so DFT-LDA –

[Karc95]264 0.66 0.31 0.3 – – – – – DFT-LDA –

[Lamb95]294 0.58 0.28 0.31 – – – – – DFT-LDA –

[Wenz95]124 0.6 0.28 0.19 – – – – – DFT-LDA –

[Kaec96]65 0.57 0.32 0.32 – – – – – DFT-LDA –

[Nils96]227 0.43 0.43 0.28 1 – – – – DFT-LDA –

0.52 0.21 0.45 2 – – – – DFT-LDA –

[Pers96]263 0.57 0.28 0.31 – – – – – DFT-LDA –

[Volm96]304 0.58±0.01 0.31±0.01 0.33±0.01 – – – – – ODCR y

[Chen97]295 1.2 0.19 0.33 – – – – – DFT-LDA –

[Pers97]125 0.57 0.28 0.31 1 – – – – DFT-LDA –

0.59 0.31 0.34 1 – – – – DFT-LDA –

0.61 0.29 0.33 1 – – – – DFT-LDA y

0.78 0.16 0.71 2 – – – – DFT-LDA –

0.8 0.18 0.75 2 – – – – DFT-LDA –

0.85 0.17 0.77 2 – – – – DFT-LDA y

[Pers98a]277a – – – – 0.7 3.04 1.64 1 DFT-LDA –

– – – – 0.6 0.34 1.64 2 DFT-LDA –

[Bell00]175 0.57 0.23 0.27 – – – – – EPM –

[Zhao00a]293 0.62±0.03 0.27±0.02 0.31±0.02 – – – – – DFT-LDA –

[Penn01]296 0.60±0.05 0.20±0.02 0.36±0.02 – – – – – EPM –

[Iwat03]266 0.59 0.29 – – – – – – DFT-LDA –

[Iwat03a]283 0.58 0.3 – – – – – – Hall –

[Dong04]265 0.53 0.27 0.3 – 0.86 0.95 1.58 1 DFT-LDA –

– – – – 0.55 0.52 1.32 2 DFT-LDA –

– – – – 1.13 1.30 0.21 3 DFT-LDA –

[Chin06]80 0.47 – 0.38 – – – – – DFT-LDA –

[Ng10]297 0.66 0.31 0.34 – – – – – GAF –

[Kuro19]268 0.54 0.28 0.31 – 0.54 0.54 1.48 – DFT-LDA –

[Lu21]291 0.54 0.3 – – 2.77 1.82 1.52 – DFT-LDA –

a fitted to125,263
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FIG. 10. Distribution of masses in principal directions. We only considered band 1 and values without

further specifications. Shown are the 0th, 25th, 50th, 75th and 100th quartile. The mean value is added in

numerical form.

cused solely on electrons. Consequently, calculations are, at the moment, the only source for hole

masses. In literature, the hole bands are either denoted as heavy-hole (hh), light-hole (lh), and

crystal split-off (so) or simply as 1, 2, 3. By comparison of the respective values, we are confident

to say that 1 ≡ hh, 2 ≡ lh, and 3 ≡ so.

We did not include the results by Pennington and Goldsman 306 , because (i) we were unable to

retrace the stated effective masses of the second conduction band in the provided reference296 and

(ii) two out of three values were identical to band 1, which contradicted other investigations of

band 2. We also excluded the values m∗
MΓ

= 0.58,m∗
MK = 0.31,m∗

ML = 0.35175 because we were

unable to acquire the referenced publication by Goano et al. 307 to confirm them.

According to our statistical analysis (see Fig. 10) the electron masses in literature are clustered

closely around the mean values of 0.58 (m∗
MΓ

), 0.28 (m∗
MK) and 0.31 (m∗

ML) with few outliers,

for example m∗
MΓ

= 1.2295, m∗
MΓ

= 0.4780, m∗
MK < 0.2290,295 or m∗

ML = 0.19124. Polaron masses

deviate not distinguishable. For the second band m∗
MΓ

and m∗
ML seem to increase while m∗

MK

decreases, but for meaningful statement more information would be required. This is also the

reason why we do not show any statistical analysis on band 2 here.

Although we only found five parameter sets for holes, the agreement among them is bad.

Solely for m∗
ΓA an acceptable spread around the mean of 1.58 was achieved. For m∗

ΓM the oldest

and newest investigation report values of 4.23290 and 2.77291 while the remaining ones proposed

m∗
ΓM < 1. We considered methodical or temperature differences to explain these discrepancies but

were not successful in doing that.
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FIG. 11. Distribution of DOS masses. For electrons, we display band 1, and for holes, bands 1, 2, and 3.

Shown are the 0th, 25th, 50th, 75th and 100th quartile. The mean value is added in numerical form.

Despite these discrepancies, the DOS masses are a relatively inactive field of research. From

the 21 fundamental investigations 17 were conducted in the years 1994 to 2004. In contrast, we

found only three papers on this topic within the last 15 years.

2. Density-of-States Mass

For the DOS masses we complemented values found in literature by those computed from the

effective masses along the principal directions presented in the previous section using Eq. (7) (see

Table IV and Table V). We also show parameters for a third conduction band by Zhao et al. 167 ,

which is 2 eV above band 1 in the M-point. Again, the majority (31 out of 40) of the inves-

tigations were carried out in the years between 1993 and 2006, versus only five in the last 15

years. Calculations clearly dominate, but the amount of measurements increased significantly: We

found eleven96,140,253,261,283,285,299,301,302,304 measurements for electrons but still only two120,261

for holes.

The statistical analysis shows a comparable distribution for electrons, but an improved vari-

ance for holes, especially for bands 2 and 3 (see Fig. 11). For m∗
dh and m∗

dh⊥ the majority of

scientific analyses deliver values < 1 and only few values bigger than 2. This suggest also a higher

confidence in the lower masses for the principal directions discussed in the previous section. An

exceptional agreement was reached for m∗
dh∥ = 0.21±0.01 of the third band among five publica-
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TABLE IV. DOS masses[1/2]. Multiple values for the same band are calculated by differing algorithms.

denotes measurements.
electron hole

ref. m∗
de m∗

de⊥ m∗
de∥ band m∗

dh m∗
dh⊥ m∗

dh∥ band method polaron

[1] [1] [1] [1] [1] [1]

[Loma73]301 0.20a 0.21 0.19 – – – – – Hall –

[Loma74]302 0.20a 0.21 0.19 – – – – – Hall –

[Gotz93]271 0.19 0.176 0.224 – – – – – IR –

[Kack94]290 0.31a 0.28b 0.39c – 2.60a 3.19b 1.73c hh DFT-LDA –

– – – – 0.84a 0.59b 1.73c lh DFT-LDA –

– – – – 0.43a 0.61b 0.21c so DFT-LDA –

[Hari95]96 0.35a 0.30±0.07 0.48±0.12 – – – – – Raman –

[Karc95]264 0.39a 0.45b 0.30c – – – – – DFT-LDA –

[Kord95]285 – 0.42 – – – – – – ODCR y

[Lamb95]294 0.35a 0.4 0.27 – – – – – DFT-LDA –

[Son95]299 0.37a 0.42 0.29±0.03 – – – – – ODCR y

[Wenz95]124 0.32a 0.41b 0.19c – – – – – DFT-LDA –

[Kaec96]65 0.39a 0.43b 0.32c – – – – – DFT-LDA –

[Nils96]227 0.37a 0.43b 0.28c 1 – – – – DFT-LDA –

0.37a 0.33b 0.45c 2 – – – – DFT-LDA –

[Pers96]263 0.37a 0.40b 0.31c – – – – – DFT-LDA –

[Volm96]304 0.39a 0.42b 0.33c – – – – – ODCR y

[Bako97]139 – – – – 0.84 – – 1 – –

– – – – 0.79 – – 2 – –

– – – – 0.78 – – 3 – –

[Chen97]295 0.42a 0.48b 0.33c – – – – – DFT-LDA –

[Hemm97]274 – – – – 1g – – – FIT –

[Lamb97]269 – – – – 0.85a 0.62 1.6 hh RSPH –

– – – – 0.84a 0.62 1.55 lh RSPH –

– – – – 0.81a 1.58 0.21 so RSPH –

[Pers97]125 0.37a 0.40b 0.31c 1 0.82a 0.59 1.56 1 DFT-LDA –

0.40a 0.43b 0.34c 1 0.82a 0.59 1.6 1 DFT-LDA –

0.39a 0.42b 0.33c 1 0.82a 0.59 1.56 2 DFT-LDA y

0.44a 0.35b 0.71c 2 0.82a 0.59 1.6 2 DFT-LDA –

0.48a 0.38b 0.75c 2 0.78a 1.49 0.21 3 DFT-LDA –

0.48a 0.38b 0.77c 2 0.79a 1.49 0.22 3 DFT-LDA y

a m∗
de = (m∗

de⊥
2m∗

de∥)
1/3

b m∗
de⊥ =

√
m∗

MΓ
m∗

MK
c m∗

de∥ = m∗
ML

d m∗
dh = (m∗

dh⊥
2m∗

dh∥)
1/3

e m∗
dh⊥ =

√
m∗

ΓMm∗
ΓK

f m∗
dh∥ = m∗

ΓA
g fitted to [Pers96]263 37



TABLE V. DOS masses[2/2]. Multiple values for the same band are calculated by differing algorithms.

denotes measurements.
electron hole

ref. m∗
de m∗

de⊥ m∗
de∥ band m∗

dh m∗
dh⊥ m∗

dh∥ band method polaron

[1] [1] [1] [1] [1] [1]

[Well97]262 0.394 – – – – – – – DFT-LDA –

[Lind98]117 – – – – 1.7 – – hh DFT-LDA –

– – – – 0.48 – – lh DFT-LDA –

[Pers98a]277 – – – – 0.94 1.46b 1.64c 1 DFT-LDA –

– – – – 0.84 0.45b 1.64c 2 DFT-LDA –

– – – – 0.88 – – 3 DFT-LDA –

[Egil99]140 0.37 – – – – – – – PL –

[Pers99b]292 – – – – 0.85a 0.62 1.61 1 DFT-LDA –

– – – – 0.84a 0.61 1.62 1 DFT-LDA –

– – – – 0.78a 0.56 1.52 2 DFT-LDA –

– – – – 0.78a 0.58 1.42 2 DFT-LDA –

– – – – 0.78a 1.5 0.21 3 DFT-LDA –

– – – – 0.76a 1.46 0.21 3 DFT-LDA –

[Tiwa99]253 0.36a 0.36 0.36 – – – – – IRSE –

[Bell00]175 0.33a 0.36b 0.27c – – – – – EPM –

[Son00]261 0.39a 0.45±0.02 0.30±0.02 – 0.91a 0.66±0.02 1.75±0.02 – ODCR y

[Zhao00]167g 0.37a 0.42 0.28 1 – – – – FIT –

0.44a 0.35 0.71 2 – – – – FIT –

0.40a 0.66 0.15 3 – – – – FIT –

[Zhao00a]293 0.37a 0.41±0.02 0.31c – – – – – DFT-LDA –

[Penn01]296 0.34a 0.35±0.02 0.31±0.05 – – – – – EPM –

[Iwat03]266 – 0.41b – – – – – – DFT-LDA –

[Iwat03a]283 – 0.42b – – – – – – Hall –

[Dong04]265 0.35a 0.38b 0.30c – 1.09a 0.90b 1.58c 1 DFT-LDA –

– – – – 0.72a 0.53b 1.32c 2 DFT-LDA –

– – – – 0.67a 1.21b 0.21c 3 DFT-LDA –

[Chin06]80 – – 0.38c – – – – – DFT-LDA –

[Aktu09]168 0.40 – – – – – – – DFT-LDA –

[Koiz09]120 – – – – 0.5 – – – Hall –

[Ng10]297 0.41a 0.45b 0.34c – – – – – GAF –

[Kuro19]268 0.36a 0.39b 0.31c – 0.76a 0.54b 1.48c – DFT-LDA –

[Lu21]291 – 0.40b – – 1.97a 2.25b 1.52c – DFT-LDA –

a m∗
de = (m∗

de⊥
2 m∗

de∥)
1/3

b m∗
de⊥ =

√
m∗

MΓ
m∗

MK
c m∗

de∥ = m∗
ML

d m∗
dh = (m∗

dh⊥
2 m∗

dh∥)
1/3

e m∗
dh⊥ =

√
m∗

ΓMm∗
ΓK

f m∗
dh∥ = m∗

ΓA
g fitted to [Pers97]125 38



tions.

The presented values adhere to some restrictions. Schadt 8 stated that they are only valid close

to the band minimum/maximum as they are calculated there or at very low temperatures. Son

et al. 127 claimed that if the polaron effect is added to the results from Persson and Lindefelt 263,

292the values m∗
dh⊥ = 0.66 and m∗

dh∥ = 1.76 fit well to the results from ODCR measurements.

The value of MC changed over the years. In early publications we encountered rather high

values of MC = 12271,308,309 or MC = 69,310,311, but more recent publications agree upon MC =

37,8,21,33,36,117,139,141,144,169,205,223,274,277,278,312–314.

In rare cases, the mathematical models to calculate the DOS masses (cp. Eq. (7)) differed.

Pennington and Goldsman 306 used m∗
de =

√
m∗

MΓ
m∗

MK, which Tilak, Matocha, and Dunne 315

reused in combination with m∗
de⊥ calculated according to Eq. (7). This resulted in m∗

de ≈ m∗
de⊥.

Persson and Lindefelt 277 included only one perpendicular mass into the calculation of the effec-

tive mass, i.e., m∗
de = (m∗

de⊥1
2 m∗

de∥)
1/3 and Gao et al. 91 stated m∗

de = m∗
de∥. Ivanov, Magnusson,

and Janzén 111 mixed parallel and perpendicular directions, i.e., m∗
de⊥ =

√
m∗

MLm∗
MK = 0.32 resp.

m∗
de∥ = m∗

ML = 0.58. The authors referenced these equations316 but we were unable to locate them

there. Transformed to the set of equations used in this paper, we got m∗
de⊥ = 0.42 and m∗

de∥ = 0.33.

A more comprehensive list of all inconsistencies we identified is presented in Section A 2.

3. Temperature Dependency

Wellenhofer and Rössler 262 and Tanaka et al. 70 calculated the temperature dependency of the

DOS masses (see Fig. 12). Their results showed that the electron mass stays almost constant

around 0.4 but predicted for m∗
dh an increase of more than 100 % in the range 0 – 200 K. This

implies that parameters extracted from calculations at 0 K are quite inaccurate for simulations

at 300 K. Despite these large variations, temperature is only occasionally considered in litera-

ture10,169. Sozzi et al. 204 (m∗
de = 0.4, m∗

dh = 2.6) and Luo and Madathil 317 (m∗
de = 0.4, m∗

dh = 2.64)

extracted explicitly mass values at 300 K from the calculations. Rakheja et al. 318 claimed that the

values they used were measured at 300 K, although the referenced investigation261 was carried out

at 4.4 K.

The result of the calculations by Wellenhofer and Rössler 262 can not be written in an implicit

form, such that two fittings using Eq. (11) were proposed8,144. The corresponding parameters are

shown in Table VI. In Eq. (10) we introduced an approach proposed by Bakowski, Gustafsson,
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de [Well97]262 m∗

dh [Bako97]139 m∗
dh [Tana18]70 m∗
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[Scha97]8 m∗

de [Hata13]144 m∗
de [Scha97]8 m∗

dh [Hata13]144 m∗
dh

[Sozz19]204 m∗
de [Sozz19]204 m∗

dh

FIG. 12. Temperature dependency of the DOS mass. Dashed lines indicate fittings to the calculations by

Wellenhofer and Rössler 262 .

TABLE VI. Fitting parameters in Eq. (11) to calculations by Wellenhofer and Rössler 262 .

ref. mass z0 z1 z2 z3 z4 n1 n2 n3 n4 η

[Scha97]8 m∗
de 0.3944 −6.822×10−4 1.335×10−6 3.597×10−10 0 −1.776×10−3 3.65×10−6 0 0 1

[Scha97]8 m∗
dh 1.104 1.578×10−2 3.087×10−3 −7.635×10−8 0 1.387×10−2 1.126×10−3 0 0 1

[Hata13]144 m∗
de 0.394 0 3.09×10−8 2.23×10−10 −1.65×10−13 0 0 0 0 1

[Hata13]144 m∗
dh 1 6.92×10−2 0 0 1.88×10−6 0 6.58×10−4 0 4.32×10−7 2/3

and Lindefelt 139 to combine the three valence bands in the Γ point, which also contained the

temperature. Compared to the calculations by Wellenhofer and Rössler 262 m∗
dh increases only

moderately for the coefficients mh1 = 0.84, mh2 = 0.79, mh3 = 0.78, ∆E2 = 9meV and ∆E3 =

73meV (see Fig. 12). We plotted the model only up to 100 K, because the authors remarked

that the presented parameters are only valid for low temperatures. Almost the same values, i.e.,

mh1 = 0.82, mh2 = 0.82, mh3 = 0.78, ∆E2 = 8.6meV and ∆E3 = 72meV were reported by Persson

and Lindefelt 125 .

4. Origin of Parameters

For electrons (see Fig. 13) we identified the investigations by Götz et al. 271 , Son et al. 299 , Pers-

son and Lindefelt 263 , Volm et al. 304 , Persson and Lindefelt 125 and Wellenhofer and Rössler 262
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Electron (m∗
de | m∗

de⊥, m∗
MΓ

, m∗
MK | m∗

de∥, m∗
ML)

Lomakina and Vodakov

[Loma73]301 ( – | 0.21 , – , – | 0.19 , – )

[Harr95]6 ( – | M , – , – | M , – )

[Pere06]238 ( 0.38 | – , – , – | – , – )

Tairov and Vodakov

[Tair77]9 ( M | M , – , – | M , – )

[Iked80]95 ( 0.37 | – , – , – | – , – )

Look

[Look83]319 ( – | – , – , – | – , – )

[Fang05]320 ( 0.4 | – , – , – | – , – )

Götz et al.

[Gotz93]271 ( 0.19 | 0.176 , – , – | 0.224 , – )

[Pens93]310 ( 0.19 | 0.17 , – , – | 0.22 , – )

[Kuzn95]321 ( 0.19 | – , – , – | – , – )

[Scha94a]309 ( 0.19 | 0.17 , – , – | 0.22 , – )

[Scho94]34 ( 0.19 | 0.18 , – , – | 0.22 , – )

[Harr95]6 ( – | M , – , – | M , – )

[Pere06]238 ( 0.38 | – , – , – | – , – )

[Itoh95]311 ( 0.20 | – , – , – | – , – )

[Arpa06]143 ( 0.20 | – , – , – | – , – )

[Rodr21]177 ( – | 0.18 , – , – | 0.22 , – )

Son et al.

[Son94]322 ( – | – , – , – | – , – )

[Bech98]4 ( – | – , M , M | – , M )

Harima, Nakashima, and Uemura

[Hari95]96 ( – | 0.3 , – , – | 0.48 , – )

[Naka97]267 ( – | 0.3 , – , – | 0.48 , – )

[Hari98]163 ( – | – , – , – | 0.48 , – )

[Gao22a]91 ( – | – , – , – | 0.48 , – )

Karch et al.

[Karc95]264 ( – | – , 0.66 , 0.31 | – , 0.3 )

[Bech98]4 ( – | – , M , M | – , M )

[Pens05]7 ( – | – , M , M | – , M )

Lambrecht and Segall

[Lamb95]294 ( – | 0.4 , 0.58 , 0.28 | 0.27 , 0.31 )

[Lamb97]269 ( – | – , 0.58 , 0.28 | – , 0.31 )

[Bech98]4 ( – | – , M , M | – , M )

[Penn04]306 ( 0.41 | – , 0.58 , 0.29 | – , 0.33 )

[Tila07]315 ( 0.41 | 0.42 , – , – | – , – )

Son et al.

[Son95]299 ( – | 0.42 , – , – | 0.29 , – )

[Josh95]323 ( – | 0.42 , – , – | 0.29 , – )

[Ivan00]312 ( 0.37 | 0.42 , – , – | 0.29 , – )

[Levi01]21 ( 0.37 | 0.42 , – , – | 0.29 , – )

[Tama08a]324 ( 0.3713 | – , – , – | – , – )

[Song12]325 ( 0.3713 | – , – , – | – , – )

[Alba10]218 ( 0.37 | – , – , – | – , – )

[Yang19]326 ( 0.36 | – , – , – | – , – )

[Ioff23]36 ( 0.37 | 0.42 , – , – | 0.29 , – )

Wenzien et al.

[Wenz95]124 ( – | – , 0.6 , 0.28 | – , 0.19 )

[Bech98]4 ( – | – , M , M | – , M )

Nilsson, Sannemo, and Petersson

[Nils96]227 ( – | – , M , M | – , M )

[Mick98]166 ( – | 0.42 , – , – | 0.28 , – )

[Mick98a]259 ( – | 0.42 , – , – | 0.28 , – )

Persson and Lindefelt

[Pers96]263 ( – | – , 0.57 , 0.28 | – , 0.31 )

[Bako97]139 ( 0.37 | – , 0.57 , 0.28 | – , 0.31 )

[Huan98]137 ( 0.37 | – , 0.57 , 0.28 | – , 0.31 )

[Shah98]247 ( 0.37 | – , – , – | – , – )

[Lee02]242 ( 0.37 | – , – , – | – , – )

[Bech98]4 ( – | – , M , M | – , M )

[Kino98]284 ( – | – , 0.57 , 0.28 | – , 0.31 )

[Pers99a]280 ( – | – , 0.57 , 0.28 | – , 0.31 )

[Pers99b]292 ( – | – , 0.57 , 0.28 | – , 0.31 )

[Pens05]7 ( – | – , M , M | – , M )

Volm et al.

[Volm96]304 ( – | – , 0.58 , 0.31 | – , 0.33 )

[Deva97]13 ( – | – , 0.58 , 0.31 | – , 0.33 )

[Cama08]286 ( – | – , – , – | – , – )

[Gale97]327 ( – | – , 0.58 , – | – , – )

[Hemm97]274 ( 0.37 | – , – , – | – , – )

[Bech98]4 ( – | – , M , M | – , M )

[Chen00]328 ( – | – , 0.58 , 0.31 | – , 0.33 )

[Lade00]141 ( 0.39 | – , 0.58 , 0.31 | – , 0.33 )

[Rakh20]318 ( – | – , 0.58 , 0.31 | – , 0.33 )

[Pern00]314 ( – | – , 0.58 , 0.31 | – , 0.33 )

[Ivan03a]111 ( – | – , 0.58 , 0.31 | – , 0.33 )

[Ayal04]48 ( 0.39 | – , 0.58 , 0.31 | – , 0.33 )

[Feng04a]20 ( – | – , 0.58 , 0.31 | – , 0.33 )

[Nego04a]329 ( 0.39 | – , – , – | – , – )

[Kim24]156 ( 0.20 | – , – , – | – , – )

[Pens05]7 ( – | – , M , M | – , M )

[Kimo14a]43 ( – | 0.42 , 0.58 , 0.31 | 0.33 , 0.33 )

[Klah20]151 ( – | – , 0.58 , 0.31 | – , 0.33 )

[Ishi21]281 ( – | – , 0.58 , 0.31 | – , 0.33 )

[Khan23]278 ( 0.39 | – , – , – | – , – )

[Nouk20]233 ( 0.39 | – , – , – | – , – )

[Maxi23]313 ( 0.39 | – , – , – | – , – )

[Pear23]135 ( 0.39 | – , – , – | – , – )

Persson and Lindefelt

[Pers97]125 ( – | – , M , M | – , M )

[Lind98]117 ( – | – , 0.58 , 0.28 | – , 0.31 )

[Pers98a]277 ( M | – , – , – | – , – )

[Scaj13a]275 ( 0.37 | – , – , – | – , – )

[Iwat00]225 ( – | – , 0.57 , 0.28 | – , 0.31 )

[Iwat00a]224 ( – | – , 0.57 , 0.28 | – , 0.31 )

[Iwat01]223 ( – | – , 0.57 , 0.28 | – , 0.31 )

[Son04]127 ( – | – , M , M | – , M )

[Pers05]114 ( – | – , M , M | – , M )

[Resh05]201 ( 0.37 | – , 0.58 , 0.28 | – , 0.31 )

[Janz08]14 ( – | – , 0.61 , 0.29 | – , 0.33 )

[Rayn10]276 ( 0.37 | – , 0.57 , 0.28 | – , 0.31 )

[Bion12]330 ( 0.8 | – , – , – | – , – )

Wellenhofer and Rössler

[Well97]262 ( 0.394 | – , – , – | – , – )

[Srid98a]331 ( – | – , – , – | – , – )

[Scab11a]33 ( 0.394 | – , – , – | – , – )

[Hata13]144 ( 0.394 | – , – , – | – , – )

[Sozz19]204 ( 0.40 | – , – , – | – , – )

[Luo20]317 ( 0.4 | – , – , – | – , – )

[Yang22]213 ( – | – , – , – | – , – )

Son et al.

[Son00]261 ( – | 0.45 , – , – | 0.30 , – )

[Kohl03]273 ( – | 0.45 , – , – | 0.3 , – )

Ng

[Ng10]297 ( – | – , 0.66 , 0.31 | – , 0.34 )

[Ng11]298 ( – | – , 0.66 , 0.31 | – , 0.34 )

FIG. 13. Reference chain for electron DOS mass. ‘M’ denotes multiple values. were not focused on

4H-SiC, novel analyses on 4H-SiC and shows connections we inferred based on the used data.
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Hole (m∗
dh | m∗

dh⊥, m∗
ΓM, m∗

ΓK | m∗
dh∥, m∗

ΓA)

Van Daal, Knippenberg, and Wasscher

[Vand63]332 ( 1 | – , – , – | – , – )

[Pens93]310 ( 1 | – , – , – | – , – )

[Kuzn95]321 ( 1 | – , – , – | – , – )

Käckell, Wenzien, and Bechstedt

[Kack94]290 ( – | – , M , M | – , M )

[Kaec96]65 ( – | – , M , M | – , M )

[Gale97]327 ( – | – , 4.2 , – | – , – )

Harris and Inspec

[Harr95]6 ( – | – , – , – | – , – )

[Pere06]238 ( 1.2 | – , – , – | – , – )

Bakowski, Gustafsson, and Lindefelt

[Bako97]139 ( M | – , – , – | – , – )

[Huan98]137 ( 1.2 | – , – , – | – , – )

[Shah98]247 ( 1.2 | – , – , – | – , – )

[Lee02]242 ( 1.2 | – , – , – | – , – )

Persson and Lindefelt

[Pers97]125 ( – | M , – , – | M , – )

[Lade00]141 ( 0.82 | 0.59 , – , – | 1.6 , – )

[Zhao00]167 ( – | M , – , – | M , – )

[Flor03]333 ( – | 0.59 , – , – | 1.6 , – )

[Vasc19]176 ( – | 0.59 , – , – | 1.6 , – )

[Ayal04]48 ( 0.82 | 0.59 , – , – | 1.6 , – )

[Janz08]14 ( – | 0.59 , – , – | 1.6 , – )

[Bion12]330 ( 1.2 | – , – , – | – , – )

[Khan23]278 ( 0.82 | – , – , – | – , – )

[Nouk20]233 ( 0.82 | – , – , – | – , – )

[Maxi23]313 ( 0.82 | – , – , – | – , – )

[Pear23]135 ( 0.82 | – , – , – | – , – )

Schadt

[Scha97]8 ( – | – , – , – | – , – )

[Trof98]10 ( 1 | – , – , – | – , – )

Wellenhofer and Rössler

[Well97]262 ( – | – , – , – | – , – )

[Hata13]144 ( 2.64 | – , – , – | – , – )

[Sozz19]204 ( 2.6 | – , – , – | – , – )

[Luo20]317 ( 2.64 | – , – , – | – , – )

[Yang22]213 ( – | – , – , – | – , – )

Persson and Lindefelt

[Pers98a]277 ( M | – , M , M | – , M )

[Pern05]119 ( M | M , – , – | M , – )

[Scaj13a]275 ( 0.94 | – , – , – | – , – )

Persson and Lindefelt

[Pers99b]292 ( – | M , – , – | M , – )

[Son04]127 ( – | M , – , – | M , – )

[Pers05]114 ( – | M , – , – | M , – )

Son et al.

[Son00]261 ( – | 0.66 , – , – | 1.75 , – )

[Kohl03]273 ( – | 0.66 , – , – | 1.75 , – )

[Feng04a]20 ( – | 0.66 , – , – | 1.75 , – )

[Pens05]7 ( – | 0.66 , – , – | 1.75 , – )

[Resh05]201 ( 1.26 | 0.66 , – , – | 1.75 , – )

[Alba10]218 ( 1.2 | – , – , – | – , – )

[Kimo14a]43 ( – | 0.66 , – , – | 1.75 , – )

[Yang19]326 ( 1.2 | – , – , – | – , – )

[Klah20]151 ( – | 0.66 , – , – | 1.75 , – )

[Rakh20]318 ( – | 0.66 , – , – | 1.75 , – )

[Ishi24]282 ( – | 0.66 , – , – | 1.75 , – )

Levinshteı̆n, Rumyantsev, and Shur

[Levi01]21 ( 1 | – , – , – | – , – )

[Tama08a]324 ( 1.0001 | – , – , – | – , – )

[Song12]325 ( 1.0001 | – , – , – | – , – )

FIG. 14. Reference chain for hole DOS mass. ‘M’ denotes multiple values. were not focused on

4H-SiC, novel analyses on 4H-SiC and shows connections we inferred based on the used data.

as the most influential ones. Upon citation the values were transferred accurately: Solely the pa-

rameters proposed by Götz et al. 271 got rounded to two digits. Values were properly referenced,

forcing us only occasionally to predict dependencies based on the utilized values and reference

chains were found only to a level of two (one intermediate publication). The same statements

can be made about hole masses (see Fig. 14), with the difference that only two publications, i.e.,

Persson and Lindefelt 125 and Son et al. 261 , have more than four citations.

5. Literature Values

For a comprehensive overview of values utilized for m∗
de and m∗

dh we extended those we found

in literature with computations based on fundamental values using Eq. (7) (see Fig. 15). For m∗
de

we used only the first conduction band but for holes we merged the first two bands using Eq. (9).

For m∗
de we found dominantly values of 0.37±0.05, which matches the mean value of the fun-

damental studies. For holes the value spread is more significant. Although the majority majority

of fundamental investigations (cp. Fig. 11) agree on values < 1, e.g., 0.82 and 0.91, we found
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m∗
de

[Rodr21]177 [Kuzn95]321 [Scho94]34

[Scha94a]309 [Pens93]310 [Gotz93]2710.19

[Kim24]156 [Arpa06]143 [Itoh95]311

[Loma74]302 [Loma73]3010.20

[Wenz95]124 [Kack94]2900.32

[Bell00]1750.33

[Penn01]2960.34

[Dong04]265 [Naka97]267

[Lamb95]294 [Hari95]960.35

[Yang19]326 [Kuro19]268 [Tiwa99]2530.36

[Ioff23]36 [Scaj13a]275 [Song12]325

[Rayn10]276 [Alba10]218 [Donn09]219

[Tama08a]324 [Resh05]201 [Pers05]114

[Son04]127 [Lee02]242 [Levi01]21 [Iwat01]223

[Zhao00a]293 [Zhao00]167 [Iwat00a]224

[Iwat00]225 [Ivan00]312 [Pers99b]292

[Pers99a]280 [Egil99]140 [Shah98]247

[Pers98a]277 [Mick98a]259 [Mick98]166

[Lind98]117 [Kino98]284 [Huan98]137

[Pers97]125 [Lamb97]269 [Hemm97]274

[Bako97]139 [Pers96]263 [Nils96]227

[Son95]299 [Josh95]323 [Iked80]95

0.37

[Pere06]2380.38

[Pear23]135 [Maxi23]313 [Khan23]278

[Ishi21]281 [Rakh20]318 [Nouk20]233

[Klah20]151 [Kimo14a]43

[Hata13]144 [Scab11a]33 [Janz08]14

[Nego04a]329 [Feng04a]20 [Ayal04]48

[Kohl03]273 [Ivan03a]111 [Son00]261

[Pern00]314 [Lade00]141 [Chen00]328

[Well97]262 [Pers97]125 [Deva97]13

[Volm96]304 [Kaec96]65 [Karc95]264

0.39

[Luo20]317 [Sozz19]204 [Aktu09]168

[Fang05]320 [Pers97]1250.40

[Ng11]298 [Ng10]297 [Tila07]315 [Penn04]3060.41

[Nipo16]205 [Neim06]334 [Chen97]2950.42

[Bion12]3300.80

m∗
dh

[Koiz09]1200.50

[Kuro19]2680.76

[Pear23]135 [Maxi23]313 [Khan23]278

[Nouk20]233 [Vasc19]176 [Janz08]14 [Ayal04]48

[Flor03]333 [Zhao00]167 [Lade00]141
0.82

[Ishi24]282 [Rakh20]318 [Klah20]151 [Kimo14a]43

[Feng04a]20 [Kohl03]273 [Son00]2610.91

[Scaj13a]2750.94

[Ioff23]36 [Song12]325 [Tama08a]324

[Neim06]334 [Fang05]320 [Levi01]21 [Ivan00]312

[Hemm97]274 [Kuzn95]321 [Scho94]34 [Pens93]310
1

[Yang19]326 [Bion12]330 [Rayn10]276 [Alba10]218

[Pere06]238 [Lee02]242 [Shah98]247 [Huan98]1371.20

[Resh05]2011.26

[Pers05]114 [Son04]127 [Pers99b]292 [Bako97]1391.29

[Pers99b]292 [Pers97]1251.30

[Pers97]1251.31

[Lamb97]2691.34

[Pers98a]2771.41

[Dong04]2651.45

[Lind98]1171.87

[Lu21]2911.97

[Sozz19]204 [Nipo16]2052.60

[Luo20]317 [Hata13]1442.64

[Pern05]1192.65

[Kack94]2902.91

[Kaec96]655.22

FIG. 15. Effective DOS masses. Size of values indicates abundance in literature. denotes values that

we calculated from fundamental masses using Eqs. (7) and (9).

many values ≥ 1. Possible explanations are high masses from calculations (colored background in

the figure), confusions between direction-dependent and effective masses as well as temperature

considerations (m∗
dh = 2.64 and 2.6).

The value m∗
dh = 1.2 has multiple origins: While Bakowski, Gustafsson, and Lindefelt 139 de-

rived it from the temperature dependent model at 300 K137,242,247,276 some referenced it from Pers-

43



son and Lindefelt 125 , where it was stated as m∗
ML in 6H330. A third possibility is that, based on

the parameters by Son et al. 261 (cp. Fig. 14), the expression m∗
dh = (m∗

dh⊥m∗
dh∥

2)1/3 = 1.26201 was

used instead of m∗
dh = (m∗

dh⊥
2m∗

dh∥)
1/3 = 0.91, which then may got rounded to m∗

dh = 1.2218,326.

The prominent value of m∗
dh = 1 was often provided without reference or explanation. Only Hem-

mingsson et al. 274 fitted it to the calculations by Persson and Lindefelt 263 . Pensl et al. 335 used

the results by Van Daal, Knippenberg, and Wasscher 332 , who investigated 6H-SiC.

VI. BAND GAP

The conductivity of a material depends, among others, on the number of free charge carriers,

which possess a direction and a momentum-based energy. The physically allowed energy values

are described in the band diagram: free electrons are located in the conduction band and free

holes in the valence band. When an electron is excited from the valence to the conduction band,

e.g., thermally or optically, it leaves a hole behind, such that in each band, a free charge carrier

is created. If both bands touch, this generation process is simple, resulting in good conductivity,

i.e., a conductor. A large forbidden energy region between the bands, called the band gap, makes

transitions unlikely, leading to lower conductance, i.e., an insulator. Materials with intermediate

band gaps are called semiconductors.

TCAD simulations use the band gap energy Eg to determine (i) the local carrier concentration,

(ii) the electric currents and (iii) the barrier heights in Schottky contacts. In these cases, Eg is often

located in exponent functions, which demands high accuracy to achieve a realistic description. In

this section, we will therefore focus on band gap energies by extending previous analyses17–19.

Our research revealed that the majority of the currently used values are, with high confidence,

based on measurements conducted in the year 1964336–338. However, these studies focused on the

exciton band gap energy, which differs slightly from the band gap, at low temperatures. Coinci-

dentally, recent measurements suggest that these values are reasonable for Eg at room temperature,

although the uncertainty in the data is still big. Therefore, further investigations are required for

confirmation.
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A. Introduction

The band gap in 4H-SiC is measured between the top of the valence band in the Γ-point (see

Section III) and the bottom of the conduction band in the M-point36,80,127, making 4H-SiC an

indirect semiconductor. Consequently, some transfer of moment, e.g., by a phonon, is required

to raise an electron from the valence band maximum to the conduction band minimum. To create

electron-hole pairs directly in the Γ-point, more than the band gap energy, i.e., the ionization

energy, is required. Gsponer et al. 339 provided an overview of ionization energies, whereat the

authors extracted a value of (7.83±0.02) eV from their own measurements.

The statement that electrons are lifted from the valence to the conduction is not completely

accurate. Actually, the electron first forms an exciton by Coulomb interactions with the hole it left

behind340–343. This setup can be compared to the hydrogen atom but with larger radii due to the

lower effective masses (cp. Section V). Additional energy has to be provided to inject the electron

into the conduction band. Consequently, the band gap energy Eg is the sum of the energy required

to generate the exciton, i.e., the exciton band gap energy Egx, and the energy to free the electron

from the exciton, i.e., the free exciton binding energy Ex (see Eq. (17))218.

Eg = Egx +Ex (17)

An exciton is neutral and thus roams easily within the lattice, but it can achieve an energetically

more favorable configuration by attaching itself to an impurity340. The energy reduction relative

to Egx is denoted as bound exciton binding energy53,95,151,271,285,308,340,344–348, which depends on

the impurity atom, the lattice site and the charge state337.

In our review, we found it quite challenging to distinguish the free and bound exciton binding

energy, although they describe different processes and must not be confused. The main reasons

were: (1) Both are denoted by the same symbol Ex. (2) They share similar values in the range of

a few meV. (3) Publications often use only the term exciton binding energy.

The band gap energy is not constant. First and foremost, it varies among the polytypes of silicon

carbide. It was empirically shown that the band gap scales linearly with the degree of hexagonality,

i.e., the ratio of hexagonal to cubic lattice sites43,336,338,349 (4H-SiC has a hexagonality of 50 %350).

In addition, the band gap shows a pressure35, strain268, temperature and doping dependency. It is

important to take these influences into account because shifting band edges can create potential

barriers that then influence the carrier transport351.
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In this review, we describe changes in the band gap by Eq. (18). Eg(T ) denotes the temperature

dependent variations and ∆Eg(N+
D ,N−

A ) the doping dependent ones, with N+
D /N−

A the concentration

of ionized donors/acceptors (see also Section IX).

Eg(T,N+
D ,N−

A ) = Eg(T )−∆Eg(N+
D ,N−

A ) (18)

1. Temperature Dependency

The temperature is equivalent to the amount of lattice vibrations in a material, which can cause

a shift of the band energies and the electron-lattice interaction energy352. Since these changes are

not uniform for all bands, the effective band gap is altered353.

The temperature dependent band gap (see Eq. (19))35 contains effects from thermal expansion

(∆Eth(T )) and electron-phonon interaction (∆Eph(T )). These effects are hard to separate in exper-

iments35; we only found one example93 in literature where such distinction was made. In general,

the models for ∆Eph(T ) are used to describe both with reasonable accuracy, because ∆Eth(T ) has

a much weaker impact354 and the scaling of both contributions is comparable355. Arvanitopoulos

et al. 146 extended Eq. (19) by adding an additive term ∆Fermi
g to account for carrier statistics. This

is, however, only necessary for devices whose size is close to the de-Broglie wavelength.

Eg(T ) = Eg(0)−∆Eth(T )−∆Eph(T ) (19)

At high temperatures the band gap decreases linearly141,356,357 while for low temperatures non-

linear, i.e., quadratic357 or plateau-like, behavior358 was observed. An empirical law to describe

the temperature dependent band gap is the Varshni relation (see Eq. (20))359, with Tg as arbitrary

characterization temperature. In this case, Eg ∝ T 2 at low temperatures.

Eg(T ) = Eg(Tg)+α

(
T 2

g

Tg +β
− T 2

T +β

)
(20)

Two shortcomings of the Varshni relation were reported354,355,358: First, available data sets can

not be approximated simultaneously for low and high temperatures360,361. For example, Pässler 361

tried to match the values from Choyke, Hamilton, and Patrick 336 but achieved only unrealistic re-

sults. Second, it is impossible to correlate the parameters of the Varshni relation with physical

mechanism-specific quantities. For example, β was said to be approximately the Debye temper-

ature, but we even found negative values in the literature206,362,363. For these reasons, Ščajev and
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Jarašiūnas 364 proposed a description that explicitly used the Debye temperature ΘD (see Eq. (21)).

Eg(T ) = Eg(0)−aD fD(ΘD,T )

fD(ΘD,T ) =
18kB T 4

Θ3
D

∫
ΘD/T

0
(exp(x)−1)−1 x3 dx

(21)

Plateau-like behavior at cryogenic temperatures is achieved by physics-based models of Bose-

Einstein type (see Eq. (22))358,365 with ΘB as the mean frequency of the involved phonons and αB

as the strength of the electron-phonon interaction35.

Eg(T ) = EB −αB

(
1+

2
eΘB/T −1

)
(22)

The rate of change of the band gap at low temperatures depends on the phonon dispersion ∆

of a material361. Eq. (20) is most accurate for ∆ > 1357,366 and Eq. (22) represents the lower limit

(∆ → 0), most suitable for ∆ < 1
3

361. Since the dispersion of most semiconductors is in the range

of 0.3 – 0.6361 Pässler 354,361 proposed the model shown in Eq. (23) with ε the entropy and Θp as

the average phonon temperature.

Eg(T ) =Eg(0)−
εΘp

2

[
p

√
1+
(

2T
Θp

)p

−1

]

p ≈
√

1
∆2 +1

(23)

This model was subsequently extended by Pässler 357 to cover a wider phonon dispersion (∆)

range and, thus, promises to bridge the gap between Eq. (20) and Eq. (22). Because this advanced

description has not been adopted by the community yet, we will employ the more commonly used

model described in Eq. (23) in this review.

2. Doping Dependency

Doping-dependent changes of the band gap are caused by many-body effects of free carri-

ers, i.e., their interactions with dopants and with each other. These become dominant for small

carrier-to-carrier distances367. Possible are interactions within a band, across bands, and with ion-

ized dopants117,367,368. These effects were investigated extensively on their own367 and were, for

4H-SiC, eventually merged by Lindefelt 117 (see Eq. (24)) for ionized charge carrier concentra-

tions (see Section IX) above a few 1018/cm3 based on a similar analysis for silicon by Jain and

Roulston 368 . E(n/p)(c/v) denotes the changes to the conduction (c) resp. valence (v) band due to
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n- or p-type doping. With increasing doping concentrations, the conduction band energy level

drops, i.e., ∆Enc < 0 and ∆Epc < 0, and the valence band energy level increases, i.e., ∆Env > 0 and

∆Epv > 0. To correctly account for the overall reduction of the band gap, also called band gap

narrowing, in Eq. (18), the factors concerning the conduction band are subtracted in the first line

of Eq. (24). The term Cpv was added later in an extension proposed by Persson, Lindefelt, and

Sernelius 126 .

∆Eg(N+
D ,N−

A ) = ∆EVB −∆ECB

= ∆Env(N+
D )+∆Epv(N−

A )−∆Enc(N+
D )−∆Epc(N−

A )

∆Enc(N+
D ) = Anc

(
N+

D
1018

)1/3

+Bnc

(
N+

D
1018

)1/2

< 0

∆Env(N+
D ) = Anv

(
N+

D
1018

)1/4

+Bnv

(
N+

D
1018

)1/2

> 0

∆Epc(N−
A ) = Apc

(
N−

A
1018

)1/4

+Bpc

(
N−

A
1018

)1/2

< 0

∆Epv(N−
A ) = Apv

(
N−

A
1018

)1/3

+Bpv

(
N−

A
1018

)1/2

+Cpv

(
N−

A
1018

)1/4

> 0

(24)

We found publications that grouped the contributions to the band gap narrowing by doping type

and, occasionally, also merged the parameters and the denominator 1018. This description is often

referred to as Jain-Roulston model368 (see Eq. (25)). The correlations among the parameters of

Eqs. (24) and (25) result to Aj
xc/Axc = 10−6, Aj

xc/Axv ≈ 3.162× 10−5 and Bj
xy/Bxy = 10−9 with

x ∈ {n,p},y ∈ {c,v}. For better comparison, we transferred all parameters of Eq. (25) to their

respective counterparts in Eq. (24), except the sum of Bxy, which could not be separated.

∆Eg(N+
D ,N−

A ) = ∆Egp(N−
A )+∆Egn(N+

D )

∆Egn(N+
D ) =−Aj

nc
(
N+

D
)1/3

+(Bj
nv −Bj

nc)
(
N+

D
)1/2

+Aj
nv
(
N+

D
)1/4

∆Egp(N−
A ) =−Aj

pc
(
N−

A
)1/3

+(Bj
pv −Bj

pc)
(
N−

A
)1/2

+Aj
pv
(
N−

A
)1/4

(25)

An alternative approach to describe the doping dependency is the Slotboom model (see

Eq. (26)), which was originally developed for Si. N denotes the sum of all dopants and Nn,p

a reference concentration. Ruff, Mitlehner, and Helbig 369 proposed parameters for 6H before

Lades 141 fitted Eq. (26) to the results of Eq. (24).

∆Eg =Cn,p

ln
(

N
Nn,p

)
+

√(
ln
(

N
Nn,p

))2

+G

 (26)
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Finally, the band gap reduction can also be interpreted as renormalization due to electron-

electron interactions alone, which Schubert 367 described by Eq. (27).

∆Eg =
e2

4πεrs
(27)

The screening radius rs depends on the charge carrier concentration n and is given by the De-

bye and Thomas-Fermi radii for the non-degenerate (see Eq. (28)) and degenerate (see Eq. (29))

case367.

∆Eg = e3√n
4πε3/2√kBT

(Debye, non-degenerate) (28)

∆Eg =
e3
√

m∗
de(3n)1/3

4π5/3ε3/2h̄
(Thomas-Fermi, degenerate) (29)

State-of-the-art TCAD tools only support Eqs. (20), (24) and (26) out of the box, although some

feature the possibility to write custom code for band gap narrowing. Eq. (25) is only partially

supported, which can cause problems if solely the sum (Bj
nv −Bj

nc) respectively (Bj
pv −Bj

pc) is

provided in the literature.

3. Methods

Appropriate methods to determine the band gap were partially discussed by De Napoli 2 and

Nava et al. 63 . One possibility are measurements, e.g., transmission spectroscopy (TS)86,93,

spectroscopic ellipsometry94, photo absorption (PA)336,337,360,370, optical admittance (OA)371,

exciton electroabsorption (EE)348, free carrier absorption (FCA)356, free exciton luminescence

(FEL)347, photoluminescence (PL)285,346,372, photoconductivity (PC)373, transient absorption

spectrum (TAS)374, optical absorption spectrum (OAS)375 and wavelength-modulated absorption

(WMA)151,376. Sometimes, the results of multiple measurements are combined to improve the ac-

curacy53. Stefanakis and Zekentes 15 stated that the free carrier absorption method overestimates

the band gap while optical absorption studies deliver more accurate results.

Calculations are a common alternative and include empirical pseudopotentials (EP)175,377–379,

density functional theory based local density approximation (DFT-LDA)80,125,127,198,265,268,291,293,295,380,

rectangular barriers of finite height (RB)381 and estimations based on the crystal hexagonality

(HEX)338. Available results in literature were approximated by fitting (FIT)21,43,141,142,144 and

genetic algorithm fitting (GAF)297.
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B. Results & Discussion

In the time span from the early 1960s until today, we identified 51 fundamental investigations.

Out of those were 21 measurements, 20 calculations, 6 fittings to existing data and 4 models

whose origin could not be determined (see Tables VII and VIII). Seven out of the 51 fundamental

investigations were published within the last five years, showing that research on the band gap is

still very active.

Ivanov et al. 373 conducted the only measurement of the band gap energy Eg at temperatures

below 5K, who extracted a value of ≈ 3.285eV. This is consistent with the analysis by Galeckas

et al. 356 who measured the absorption coefficient down to 50K and then added measurement

values taken at 2K by Sridhara, Devaty, and Choyke 388 to extrapolate Eg(0) = 3.285eV. At

slightly elevated temperatures Miller et al. 375 ((3.378±0.001)eV at 15K) and Evwaraye, Smith,

and Mitchel 371 ((3.41±0.03)eV at 40K) achieved higher values for the band gap.

An explanation for this lack of data on Eg is the fact the exciton band gap Egx was mainly

determined for low temperatures. We found seven investigations that agreed remarkably well

on Egx(0) = 3.265eV (see Fig. 16 for a statistical representation). Grivickas et al. 360 predicted

Egx(0) = 3.267eV by combining measurements down to 100K with the low-temperature results

by Itoh, Kimoto, and Matsunami 346 . The authors thereby shifted the latter, which predicted

Egx(4.25) = 3.265eV346, by 2meV to achieve a better match with their own results.

The free exciton binding energy Ex was extracted either directly from measurements347,348,360,373

or calculated by using the reduced mass of the electron-hole pair mred and the permittivity ε in the

hydrogen model shown in Eq. (30)151,343.

Ex =
mrede4

2h̄2
ε2

(30)

The values of Ex range from 10 – 40 meV, whereas Devaty and Choyke 13 argued that 10 meV347,

which denote the activation energy for thermal quenching of free excitons, is too low to be the free

exciton binding energy. Two out of five investigations propose an average value of 20meV, which

would match the observation of Egx = 3.265eV and Eg = 3.285eV below five Kelvin.

At room temperature, measurements were only conducted for Eg. The spread of values is, com-

pared to Egx at low temperatures, big (cp. Fig. 16). Single measurements, such as the investigation

by Ahuja et al. 86 with an uncertainty of 98 meV, showed variations in the range of a few %. Even

the latest three results published in the last seven years propose values of (3.26±0.04) eV. A pos-

sible explanation are doping-dependent band gap variations. Therefore, we ordered the results by
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TABLE VII. Band gap energies and temperature dependency fittings according to Eq. (20) [1/2].

indicates research not focused on 4H-SiC and calculations.

band gap temperature dep.

ref. Eg Egx Ex Tg α β range method

[eV] [eV] [meV] [K] [eV/K] [K] [K]

[Choy57]370 a – – – – 3.3×10−4 – 300 – 710 PA

[Choy64]336 – 3.263±0.003 – 4 – – – PA

[Choy64a]337 b – 3.265 – 4.7 – – – PA

[Zanm64]338 – 3.23 – 300 – – – HEX

[Jung70]378 2.8 – – 0 – – – EP

[Dubr75]348 – – 20.0±1.5 2 – – – EE

[Dubr77]381 3.2 – – 0 – – – RB

[Iked80b]347 – 3.2639 10 77 – – – FEL

[Gavr90]382 2.89 – – 0 – – – DFT-LDA

[Back94]377 3.28 – – 0 – – – EP

[Park94]383 2.14 – – 0 – – – EP

[Kord95]285 – 3.265 – 4.2 – – – PL

[Wenz95]124 3.56 – – 0 – – – DFT-LDA

[Evwa96]371 3.41±0.03 – – 40 – – – OA

[Itoh96]346 b – 3.265 – 4.25 – – – PL

[Kaec96]65 2.18 – – 0 – – – DFT-LDA

[Chen97]295 3.27 – – 0 – – – DFT-LDA

[Pers97]125 2.9 – – 0 – – – DFT-LDA

[Vanh97]379 3.28 – – 0 – – – EP

[Ivan98]372 – 3.266 – 2 – – – PL

[Bell00]175 3.05 – – 0 – – – EP

[Lade00]141 d – 3.265 40 0 3.3×10−4 1050 4 – 200 FIT

– 3.265 40 0 3.3×10−2 1×105 4 – 600 FIT

– 3.342 40 0 3.3×10−4 0 300 – 700 FIT

[Mill00]375 3.378±0.001 – – 15 – – – OAS

[Srid00]376 – 3.267 – 2 – – – WMA

[Zhao00a]293 3.11 – – 0 – – – DFT-LDA

[Levi01]21 c 3.23 – – 300 6.5×10−4 1300 0 – 800 FIT

[Ahuj02]86 3.260±0.098 – – 300 – – – TS

a according to the shown band gap, the data are for 21R but others139 denote them as 6H
b solely measurement for lowest temperature shown
c model fitted to results by Choyke 53

d model fitted to 6H-SiC results by Choyke and Patrick 384
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TABLE VIII. Band gap energies and temperature dependency fittings according to Eq. (20) [2/2].

indicates research not focused on 4H-SiC and calculations.

band gap temperature dep.

ref. Eg Egx Ex Tg α β range method

[eV] [eV] [meV] [K] [eV/K] [K] [K]

[Gale02]356 3.285 – – 0 3.5×10−4 1100 0 – 650 FCA

3.2625 – – 300 2.4×10−4 0 300 – 650 FCA

[Ivan02]373 3.285 – 20.5±1.0 2 – – – PC

[Shal02]385 3.18 – – 300 – – – PL

[Dong04]265 2.194 – – 0 – – – DFT-LDA

[Son04]127 3.35 – – 0 – – – DFT-LDA

[Bala05]362 a 3.26 – – 300 4.15×10−4 −131 – –

[Chin06]80 2.433 – – 0 – – – DFT-LDA

[Griv07]360 – 3.267 30±10 0 – – 0 – 500 PA

[Tama08a]324 a 3.23 – – 300 7.036×10−4 1509 – –

[Ng10]297 3.28 – – 0 – – – GAF

[Khal12]386 a 3.285 – – 0 2.206×10−2d 1×105 – –

[Hata13]144 c 3.285 3.265 – 0 9.06×10−4 2030 0 – 800 FIT

[Kimo14a]43 c – 3.265 – 2 8.2×10−4 1800 0 – 800 FIT

[Stef14]15 b 3.285 – – 0 3.3×10−4 240 – –

[Fang18]374 3.22 – – 300 – – – TAS

[Yama18]380 3.12 – – 0 – – – DFT-LDA

[Kuro19]268 3.15 – – 0 – – – DFT-LDA

[Klah20]151 – 3.2659 40 1.4 – – – WMA

[Lech21]142 a 3.265 – – 0 10.988×10−3 32744.3 – FIT

[Lu21]291 3.17 – – 0 – – – DFT-LDA

[Chen22]93 3.28 – – 300 5.27×10−4 0 300 – 620 TS

[Huan22b]387 3.18 – – 0 – – – DFT-LDA

[Torr22]198 3.17 – – 0 – – – DFT-LDA

[Main24]94 3.30±0.02 – – 300 – – – SE

a origin of Varshni parameters unknown
b values referenced from a TCAD tool manual, no corresponding scientific publication found
c model fitted to results by Choyke 53

d this parameter is negative in the paper, leading to an increasing band gap with temperature
e model fitted to results by Miller et al. 375
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FIG. 16. Statistical analysis of band gap measurements. Shown are the 0th, 25th, 50th, 75th and 100th

quartile. The mean value is added in numerical form.

the utilized n-type doping concentration in Table IX. However, no clear tendency could be iden-

tified, meaning that future research is required to converge on a common value or find a suitable

explanation for the deviations.

TABLE IX. Measurements of Eg at 300 K ordered by the utilized n-type doping concentration.

ref. dopant doping conc. band gap

[1/cm3] [eV]

[Chen22]93 – – 3.28

[Gale02]356 N (7 – 40)×1014 3.2625

[Shal02]385 N 1×1016 3.18

[Fang18]374 – 1.1×1018 3.22

[Main24]94 – 3.7×1018 3.30±0.02

[Ahuj02]86 – 7×1018 3.260±0.098

Compared to measurements, the results achieved by calculations are in less agreement. The

values for Eg(0), which is the only quantity that was calculated in the past, show a much larger

spread with occasionally more than 100 meV lower values than measurements. Even the latest

five publications published in the past seven years do not show an improvement in this regard

because the proposed values of Eg = (3.15±0.03)eV are way below the measurements of Eg(2)≈

3.285eV373.

We only found one publication that described the anisotropy360 of the band gap. The results

revealed uniform exciton (band gap) energies for fields parallel resp. perpendicular to the c-axis.

1. Temperature Dependency

We found four measurement campaigns on the temperature dependency of the band gap in

4H-SiC93,337,356,360. Additional models21,43,141,144 were developed by fitting to data published in
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the 1960s53,336,337 (see Tables VII and VIII). Since the development of dedicated temperature-

dependent models only started in the 2000s, earlier publications were forced to rely on models

developed for 6H-SiC139,389. However, in 200448 and even in 2015390, 6H based models were still

in use for 4H-SiC, showing the importance of a comprehensive literature overview on this topic.

Some of the proposed model parameters15,142,324,362,386 could not be related to any scientific

publication, but in some cases to default values of prominent TCAD simulation suites15. Al-

though Tamaki et al. 324 provided a reference136, we were unable to reproduce their parameters.

The model by Khalid, Riaz, and Naseem 386 is extraordinary, as it has a positive temperature de-

pendency, i.e., an increase of the band gap with temperature is predicted. In our opinion, the

chances are high that this was a typographical error, and we corrected the value for this review.

In the analyzed publications, the model in Eq. (20) is predominantly used to describe the tem-

perature dependency. The respective parameters are shown in Tables VII and VIII. We did not

include α = 3.2× 10−4 eV/K and β = 565K presented by Grivickas et al. 360 , because the sole

purpose of these values was to highlight the bad fit to the experimental data. Nevertheless, they

still got referenced by Levcenco et al. 391 . The model introduced in Eq. (23) was utilized only

once by Grivickas et al. 360 with the parameters shown in Eq. (31). The model proposed by Ščajev

and Jarašiūnas 364 (see Eq. (21)) used the parameters shown in Eq. (32), which were fitted to data

by Miller et al. 375 .

Θp = 450K , ε = 3×10−4 eV/K , p = 2.9 (31)

Eg(0) = 3.3762eV , aD = 1.31 , ΘD = (1000±50)K (32)

For an easier comparison, we plotted all the measurements and models presented earlier (see

Fig. 17). The fittings21,43,392 to the data by Choyke 53 are all very similar, so we only show two out

of the three explicitly. Clearly observable is the similarity of these models with the one proposed

by Tamaki et al. 324 , suggesting that also the latter was fitted to Choyke 53 . Similarly, the param-

eters provided by Lechner 142 reproduce the fitting from Lades 141 (4 – 600 K), causing us to not

show the former. The results by Ščajev and Jarašiūnas 364 are not shown as they are identical to

those by Miller et al. 375 .

We identified some confusion between Eg and Egx in the literature. For example, some au-

thors15,21,142,324 stated that they describe Eg but the values agree more to Egx. The model by

Khanna 278 matches Eg at low temperatures, but at around 200K, it is equal to Egx and follows

that value from there onward. The fitting by Balachandran, Chow, and Agarwal 362 is only feasible
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[Griv07]360 Egx (23) [Mill00]375 Eg (22)

FIG. 17. Band gap measurements and models. The latter are only shown in the interval used during

characterization, with their corresponding equations referenced at the end of each entry.
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for T ≥ 300K as it has a singularity at 131 K. Newer models, e.g., the one by Cheng, Yang, and

Zheng 93 , suggested a steeper slope, actually crossing the traces of Egx with Eg.

The plateau described by Eq. (23) is barely visible, showing that the deviations are only subtle.

Lades 141 approximated the shape with the Varshni model by just fitting it in a very narrow tem-

perature range. The phonon dispersion of 4H-SiC ∆ = 0.29360 is rather low, which would actually

indicate that Eq. (22) is the most suitable; however, Eq. (23) seems to be accurate as well. Even

more, Stefanakis and Zekentes 15 compared the single models and identified Eq. (20) as the most

suitable one.

Miller et al. 375 is the only publication we found that used Eq. (22). The authors also proposed

a second fitting (see Eq. (33)) with the difference that the exponent −1 was missing. Due to

unreasonable results, we consider this a typographical error that we corrected in this review. The

values achieved with Eg(0) = (3.378± 0.001)eV, κ = 0.345± 0.031 and θE = 613± 23 were

equal to those by Eq. (22) so we do not show them explicitly.

Eg(T ) = Eg(0)−κ (exp(θE/T )−1)−1 (33)

In the figure, the tremendous spread of measurement values for Eg(300) is visible. Clearly, no

conclusive statements can be made based on these data, highlighting the need for further detailed

analyses. It would also be possible to use Eg = Egx +Ex for this purpose. However, we did not

find any investigations of Ex with increasing temperature.

2. Doping Dependency

We encountered two fittings for the doping-dependent narrowing model in Eq. (24) (see Ta-

ble X), which are solely based on calculations. Measurement results are available360,393, but due

to their sparsity (see Fig. 18), they are not suitable to verify the calculations. The models predict

an increasing rate of change with doping concentration, whereas the narrowing induced by n-type

doping is bigger than the one by p-type doping. The additional parameters proposed by Persson,

Lindefelt, and Sernelius 126 only led to small differences.

Lindefelt 117 highlighted that the valence band displacement is larger than the one of the con-

duction band (see Fig. 19). In their model, this is consistent for both doping types. Other publica-

tions distributed the band gap narrowing equally across valence and conduction band146 or chose

a contribution of | ∆Ec | / | ∆Eg |= 0.7394. The model predictions are right in the middle of these
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TABLE X. Parameters for ionized dopants induced band gap narrowing in Eq. (24).
n-type p-type

ref. method Anc Bnc Anv Bnv Apc Bpc Apv Bpv Cpv

[meV] [meV] [meV] [meV] [meV] [meV] [meV] [meV] [meV]

[Lind98]117 calculation −15 −2.93 19 8.74 −15.70 −0.39 13 1.15 -

[Pers99]126 calculation −17.91 −2.20 28.23 6.24 −16.15 −1.07 −35.07 6.74 56.96
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[Pers99]126 ∆Egn [Pers99]126 ∆Egp

[Lade00]141 ∆Egn [Lade00]141 ∆Egp

[Donn12]394 ∆Egn [Donn12]394 ∆Egp

[Joha16]395 ∆Egn

[Wein02]393 ∆Egn [Wein02]393 ∆Egp

[Griv07]360 ∆Egn

FIG. 18. Doping induced band gap narrowing due to n- (Egn) and p-type (Egp) doping. Black dots denote

measurements.

two cases, i.e., around a value of 0.6.

For the Slotboom model, that is used by various publications48,141,142, we found one set of

parameters141 (see Table XI). In contrast to the other models, the band gap narrowing is linear in

the semi-logarithmic plot (see Fig. 18). Up to a doping concentration of 1020/cm3, the predictions

for p-type doping-induced narrowing are comparable to the earlier model, but for n-type doping,

they are up to 100 % higher.

The band gap narrowing according to Eq. (29) is also shown because it is occasionally used

in literature15,394. Stefanakis and Zekentes 15 used a slightly different form of the Thomas-Fermi

radius shown in Eq. (34) with n0 as the equilibrium carrier density.

∆Eg =
e2

4πε0εs

(
3n0e2

2ε0EF

)1/2

(34)

Unfortunately we were unable to reproduce the results achieved by this formalism in the mentioned

publications so we extracted the curves from Donnarumma, Palankovski, and Selberherr 394 . Jo-
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TABLE XI. Parameters for ionized dopants induced band gap narrowing Slotboom model.
ref. type C N G

[eV] [1/cm3] [1]

[Lade00]141 n 2×10−2 1017 0.5

p 9×10−3 1017 0.5
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FIG. 19. Doping induced band gap narrowing. The changes to the conduction and valence band are shown

for both dopants.

hannesson and Nawaz 395 used the Debye radius from Eq. (28) scaled by 3/4, based on the calcu-

lations by Lanyon and Tuft 396 .

Miller et al. 375 analyzed semi-insulating and doped 4H-SiC (without providing further details

such as the doping concentration) with the surprising result that the band gap for the latter is

bigger. Fang et al. 374 only registered a band gap narrowing of 10 meV, which is explainable by

the employed doping concentrations of 1.1×1018/cm3 and 9.1×1018/cm3.

3. Origin of Parameters

Tracing parameters back to their origin was a challenging task because frequently references

were missing. From the ones that were stated and some that we inferred based on the used values,

we concluded that the most influential publications are from 1964 by Choyke, Hamilton, and

Patrick 336 and Choyke, Patrick, and Hamilton 337 (see Fig. 20). The outcome of more recent

measurements was not yet adopted in the scientific community.

Through reference chains, the values previously found in low-temperature measurements were

altered. Already in 1970 Junginger and Van Haeringen 378 rounded the values of Egx = 3.263eV
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Band Gap (Eg, Egx, T )

Choyke, Hamilton, and Patrick

[Choy64]336 ( – , 3.263 , 4 )

[Jung70]378 (3.26 , – , – )

[Afan96]397 ( 3.26 , – , 300 )

[Tila07]315 ( 3.26 , – , – )

[Scab11a]33 ( 3.26 , – , – )

[Yode96]202 ( 3.26 , – , – )

[Su10]181 ( 3.26 , – , – )

[Neil12]22 ( 3.26 , – , – )

[Mats97]398 ( 3.26 , – , – )

[Lebe99]399 ( 3.2 , – , – )

[Wrig98]171 ( 3.26 , – , 300 )

[Hefn01]400 ( 3.26 , – , – )

[Mcnu04]401 ( 3.26 , – , 300 )

[Bali06]172 ( 3.26 , – , – )

[Bali19]173 ( 3.26 , – , – )

[Chow00]178 ( 3.26 , – , – )

[Dhan10]179 ( 3.3 , – , – )

[Elas00]231 ( 3.26 , – , 300 )

[Li03]402 ( 3.359 , – , 0 )

[Megh18a]403 ( 3.2 , – , 300 )

[Zegh19]404 ( 3.26 , – , 300 )

[Zegh20]405 ( 3.26 , – , 300 )

[Zhao03]229 ( 3.359 , – , 0 )

[Das15]353 ( 3.359 , – , 0 )

[Wern01]406 ( 3.26 , – , – )

[Mani11]407 ( 3.26 , – , – )

[Elas02]180 ( 3.26 , – , 300 )

[Phil06]408 ( 3.26 , – , – )

[Lee02]242 ( 3.26 , – , 300 )

[Chen15]216 ( 3.26 , – , 300 )

[Han03]165 ( 3.26 , – , – )

[Gerh11]409 ( 3.26 , – , – )

[Bala05]362 ( 3.26 , – , 300 )

[Nawa10]363 ( 3.26 , – , 300 )

[Usma14]206 ( 3.24 , – , 300 )

[Zhu08]131 ( 3.26 , – , – )

[Liu15]192 ( 3.26 , – , – )

[Kami09]186 ( 3.26 , – , – )

[Kami14]187 ( 3.26 , – , – )

[Kimo15]228 ( 3.26 , – , – )

[Baie19]410 ( 3.268 , – , – )

[Ostl24]195 ( 3.26 , – , – )

[Chow17]234 ( 3.26 , – , – )

[Bade20]411 ( 3.3 , – , 300 )

[Yosh95]412 ( – , 3.263 , – )

[Bell99]72 ( 3.26 , – , – )

[Kohl03]273 ( 3.26 , – , – )

[Choi05]129 ( 3.26 , – , – )

[Tann07]413 ( 3.26 , – , – )

[Rayn10]276 ( 3.263 , – , 0 )

[Zipp11]169 ( 3.26 , – , – )

[Bion12]330 ( 3.26 , – , 0 )

[Uhne15]414 ( 3.26 , – , 0 )

[Pear23]135 ( 3.25 , – , – )

[Cama08]286 ( 3.263 , – , – )

[Lutz11]415 ( 3.263 , – , 0 )

[Joha16]395 ( 3.263 , – , 0 )

[Fan14]416 ( – , 3.263 , – )

Choyke, Patrick, and Hamilton

[Choy64a]337 ( – , M , M )

[Patr65]308 ( – , 3.265 , – )

[Lade00]141 ( – , M , M )

[Joha19]417 ( 3.26 , – , – )

[Rakh20]318 ( 3.23 , – , 300 )

[Lech21]142 ( 3.265 , – , 0 )

[Ayal04]48 ( – , 3.265 , 0 )

[Yosh18]148 ( 3.26 , – , – )

[Choy69]53 ( – , 3.265 , 4 )

[Suzu77]418 ( – , 3.265 , – )

[Frei95]256 ( 3.285 , 3.265 , 4 )

[Pers99]126 ( 3.29 , – , – )

[Berg96]419 ( – , 3.265 , – )

[Trof98]10 ( 3.265 , – , – )

[Egil04]420 ( – , 3.265 , 2 )

[Feng04a]20 ( – , 3.26 , – )

[Hata13]144 ( 3.285 , 3.265 , 0 )

[Kimo14a]43 ( – , 3.265 , 2 )

[Elah17]194 ( 3.2 , – , – )

[Resc18]421 ( 3.26 , – , – )

[Kimo19]68 ( 3.292 , – , 0 )

[Bere21]422 ( 3.26 , – , – )

[Capa22]423 ( 3.26 , – , – )

[Dena22]2 ( 3.26 , – , 0 )

[Tana24]424 ( 3.26 , – , 300 )

[Pank14]425 ( 3.28 , 3.265 , – )

[Scha97]8 ( 3.28 , – , 0 )

[Mars74]56 ( – , 3.265 , 4.2 )

[Hudg03]426 ( 3.25 , – , 300 )

[Habe94]344 ( – , 3.265 , – )

[Casa96]136 ( 3.26 , – , – )

[Huan98]137 ( 3.26 , – , – )

[Bech04]427 ( 3.27 , – , – )

[Nava08]63 ( 3.27 , – , 0 )

[Garc13]428 ( 3.265 , – , 0 )

[Jime24]429 ( 3.265 , – , 0 )

Zanmarchi
[Zanm64]338 ( – , 3.23 , 300 )

[Ivan00]312 ( 3.23 , – , 297 )

[Arpa06]143 ( 3.23 , – , – )

[Levi01]21 ( 3.23 , – , 300 )

[Bhat05]220 ( 3.23 , – , 300 )

[Habi11]351 ( 3.26 , – , 0 )

[Zatk21]153 ( 3.23 , – , 300 )

[Ioff23]36 ( 3.23 , 3.2 , 300 )

[Bane21]155 ( 3.1934 , – , 300 )

[Tama08a]324 ( 3.23 , – , 300 )

[Meno11]430 ( – , – , – )

[Song12]325 ( 3.23 , – , 300 )

Dubrovskii and Lepneva

[Dubr77]381 ( 3.2 , – , 0 )

[Made91]123 ( – , 3.2 , 300 )

[Made96]138 ( – , 3.2 , 300 )

[Trew02]241 ( 3.2 , – , – )

[Neud06]130 ( 3.2 , – , 300 )

[Wije11a]431 ( 3.2 , – , – )

[Wije11b]432 ( 3.26 , – , – )

[Lang22]433 ( 3.26 , – , – )

[Arvi17]133 ( 3.2 , – , 300 )

[Zett02]182 ( 3.2 , – , – )

[Ostl11]183 ( 3.2 , – , – )

[Butt11]188 ( 3.2 , – , – )

[Fuji15]189 ( 3.2 , – , – )

[Cres13]434 ( 3.2 , – , – )

[Hass18]190 ( 3.2 , – , – )

[Ioff23]36 ( 3.23 , 3.2 , 300 )

[Bane21]155 ( 3.1934 , – , 300 )

Itoh et al.
[Itoh94]345 ( 3.26 , – , – )

[Wang99]389 ( 3.26 , – , 300 )

Harris and Inspec

[Harr95]6 ( – , M , – )

[Resh05]201 ( 3.26 , – , 300 )

Kordina et al.
[Kord95]285 ( – , 3.265 , 4.2 )

[Egil99]140 ( – , 3.266 , 4.2 )

Itoh, Kimoto, and Matsunami

[Itoh96]346 ( – , M , M )

[Gale97]327 ( 3.275 , – , – )

Miller et al.
[Mill00]375 ( 3.378 , – , 15 )

[Scaj09]364 ( 3.3762 , – , 0 )

Galeckas et al.
[Gale02]356 ( M , – , M )

[Wolf17]435 ( 3.28 , – , 5 )

Ivanov et al.
[Ivan02]373 ( 3.285 , – , 2 )

[Ivan03]110 ( 3.287 , 3.266 , 2 )

[Ivan05]436 ( 3.287 , – , – )

[Janz08]14 ( 3.287 , – , 2 )

Grivickas et al.
[Griv07]360 ( – , M , M )

[Levc11]391 ( 3.267 , – , 0 )

Higashiwaki et al.

[Higa14]191 ( 3.3 , – , – )

[Zhen20]193 ( 3.3 , – , – )

Stefanakis and Zekentes
[Stef14]15 ( 3.285 , – , 0 )

[Trip19]150 ( 3.23 , – , – )

[Khan23]278 ( 3.285 , – , 0 )

Choi
[Choi16]437 ( 3.28 , – , – )

[Naug17]145 ( 3.28 , – , – )

Arvanitopoulos et al.

[Arva17]146 ( 3.29 , – , 0 )

[Chou21]147 ( 3.26 , – , 300 )

unknown
unknown ( 3.25 , – , – )

[Agar99]438 ( 3.25 , – , – )

[Ozpi04]185 ( 3.26 , – , – )

[Nall99]439 ( 3.25 , – , 0 )

[Cha08]440 ( 3.25 , – , 300 )

[Chen12]441 ( 3.25 , – , 300 )

[Pear18]199 ( 3.25 , – , – )

[Sole19]200 ( 3.2 , – , – )

[Kim24]156 ( 3.25 , – , – )

FIG. 20. Reference chain for band gap energies. are fundamental investigations, calculations and

connections predicted from the used values.
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to Eg = 3.26eV, i.e., changing both value and meaning. This was not the only time that we

found such a change in literature2,72,129,169,273,330,413,414,417,421–423, sometimes even extended by a

change of the temperature to 300 K. We also found evidence that Eg = 3.26eV was turned into

Eg = 3.3eV179 or Eg = 3.2eV399. The latter was also derived from Eg = 3.25eV200 and pro-

posed by Dubrovskii and Lepneva 381 based on measurements, although some references36,123,138

interpreted it as exciton band gap energy. The value Egx = 3.23eV was first introduced by Zan-

marchi 338 , but we were unable to find a direct connection to Eg = 3.23eV. Rakheja et al. 318 used

this value based on the models proposed by Lades 141 , but we were unable to reproduce it. We

only achieved Eg = 3.23eV by using the 2H band gap from Persson and Lindefelt 125 and scal-

ing it with temperature. Eg = 3.25eV was derived once from Egx = 3.265eV426 and once from

Egx = 3.263eV135, but no temporal coherent connections could be found. We thus summarized

publications featuring this value in the figure under the reference unknown.

Sometimes it is beneficial to look at the missing data to reason about the validity of certain

values: We did not find a single measurement that proposed a band gap energy at room temperature

of either Eg = 3.2eV, 3.23eV or Eg = 3.25eV. These values were exclusively extracted from

models that were characterized by low-temperature measurements of Eg and sometimes even Egx,

as we showed in the previous section. The only exception is Eg = 3.26eV, which was derived

by Ahuja et al. 86 . However, the uncertainty of 98meV stated by the authors is so big that it also

contains all other energy values mentioned so far.

The main source for the free exciton binding energy is the analysis by Dubrovskii and

Sankin 348 from 1975 (see Fig. 21). Results based on 6H are available442,443 but were rarely

utilized. The overall amount of references in regard to Ex is very limited: the latest ones we found

were from the year 2014.

The most commonly used temperature scaling factor α = 3.3×10−4 eV/K (see Fig. 22) was de-

termined by Choyke and Patrick 370 in 1957 for an undefined polytype of SiC. Bakowski, Gustafs-

son, and Lindefelt 139 and Yoshida 412 argued that it was 6H but the shown absolute band gap

energy (≈ 2.9eV at 0 K) indicates a different polytype. Despite that, a wide range of 4H-SiC

fittings up to this day utilize this value, implying that 4H and 6H share the same temperature de-

pendency229. The also popular α = 6.5×10−4 eV/K was proposed by Levinshteı̆n, Rumyantsev,

and Shur 21 based on a fitting to the low-temperature measurements by Choyke 53 (basically the

same data as in Choyke, Patrick, and Hamilton 337). Therefore, most of the parameters for the

temperature dependency are based on data from the 50s and 60s.
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Exciton (Ex)

Nedzvetskii et al.

[Nedz69]442 ( – )

[Mats74]444 ( 10 )

[Suzu77]418 ( 10 )

Dubrovskii and Sankin

[Dubr75]348 ( 20 )

[Iked80]95 ( 20 )

[Fan14]416 ( 20 )

[Frei95]256 ( 20 )

[Deva97]13 ( 20 )

[Lade00]141 ( 40 )

[Ayal04]48 ( 20 )

[Egil99]140 ( 20 )

[Masr02]445 ( 20 )

[Hata13]144 ( 20 )

Sankin

[Sank75]443 ( 78 )

[Pank14]425 ( 20 )

Ivanov et al.

[Ivan02]373 ( 20.5 )

[Janz08]14 ( 21 )

[Kimo14a]43 ( 20 )

Grivickas et al.

[Griv07]360 ( 30 )

[Scaj10]446 ( 30 )

FIG. 21. Reference chain of the free exciton binding energy Ex. indicates values that were not

determined for 4H-SiC, fundamental investigations and connections predicted from the used

values.

In contrast to the band gap energy, more recent models for the temperature dependency were

also utilized in the literature. In some occasions, we were again either unable to identify the

measurements used for the model fitting324,362 or the models were based on the same old data43,144.

In regard to variations caused by doping, the publication by Lindefelt 117 is the most referenced

(see Fig. 23) one. Its values were transferred in most cases without changes, although the usage

of Eq. (25) made a direct comparison of the parameters challenging. For example, Bnc and Bnv

resp. Bpc and Bpv got merged207,218,404,405 but also Apc and Cpv
448. Occasionally, we identified

typographical mistakes, which we documented together with all other detected inconsistencies in

Section A 3.

4. Literature Values

In the previous section, we discussed the changes to measurement results along reference

chains. Together with models that utilize various combinations of energy values and temperature

scaling factors, these lead to many (exciton) band gap energy values in literature (see Fig. 24).

The majority of calculations for Eg at 0K reported rather low values. In our opinion, the origin

of this discrepancy is not well understood because recent investigations also predicted values of
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Varshni (Eg, Egx, α , Tg, β )

Choyke and Patrick

[Choy57]370 ( – , – , 3.3×10−4 , – , – )

[Ruff94]369 ( 3 , – , 3.3×10−4 , 300 , 0 )

[Wrig98]171 ( 3.26 , – , 3.3×10−4 , 300 , 0 )

[Mcnu04]401 ( 3.26 , – , 3.3×10−3 , 300 , 0 )

[Nall99]439 ( 3.25 , – , 3.3×10−4 , 0 , 0 )

[Cha08]440 ( 3.25 , – , 3.3×10−4 , 300 , 0 )

[Chen12]441 ( 3.25 , – , 3.3×10−4 , 300 , 0 )

[Megh15]390 ( – , – , 3.3×10−4 , 0 , 0 )

[Wang99]389 ( 3.26 , – , 3.3×10−4 , 300 , 0 )

[Lee02]242 ( 3.26 , – , 3.3×10−4 , 300 , 0 )

[Li03]402 ( 3.359 , – , 3.3×10−4 , 0 , 0 )

[Pezz13]207 ( 3.2 , – , 3.3×10−4 , 300 , 0 )

[Megh18a]403 ( 3.2 , – , 3.3×10−4 , 300 , 0 )

[Zegh19]404 ( 3.26 , – , 3.3×10−4 , 300 , 0 )

[Zegh20]405 ( 3.26 , – , 3.3×10−4 , 300 , 0 )

[Zhao03]229 ( 3.359 , – , 3.3×10−4 , 0 , 0 )

[Das15]353 ( 3.359 , – , 3.3×10−4 , 0 , 0 )

[Alba10]218 ( 3.2 , – , 3.3×10−4 , 300 , 0 )

[Rayn10]276 ( 3.263 , – , 3.3×10−4 , 0 , 0 )

[Maxi23]313 ( 3.23 , – , 3.3×10−4 , 300 , 0 )

[Bell11]209 ( 3.2 , – , 3.3×10−4 , 300 , 0 )

[Rao22]203 ( 3.26 , – , 3.3×10−4 , 0 , 0 )

[Dibe24]447 ( 3.26 , – , 3.3×10−4 , 300 , – )

Yoshida

[Yosh95]412 ( – , 3.263 , – , – , – )

[Casa96]136 ( 3.26 , – , – , – , – )

[Bion12]330 ( 3.26 , – , 3.3×10−4 , 0 , – )

Lades

[Lade00]141 ( – , M , M , M , M )

[Ayal04]48 ( – , 3.265 , 3.3×10−2 , 0 , 100000 )

[Arva17]146 ( 3.29 , – , 3.3×10−2 , 0 , 100000 )

[Loph18]448 ( 3.265 , – , 3.3×10−2 , 0 , 100000 )

Levinshteı̆n, Rumyantsev, and Shur

[Levi01]21 ( 3.23 , – , 6.5×10−4 , 300 , 1300 )

[Bhat05]220 ( 3.23 , – , 6.5×10−4 , 300 , 1300 )

[Habi11]351 ( 3.26 , – , 6.5×10−4 , 0 , 1300 )

[Lutz11]415 ( 3.263 , – , 6.5×104 , 0 , 1300 )

[Garc13]428 ( 3.265 , – , 6.5×10−4 , 0 , 1300 )

[Jime24]429 ( 3.265 , – , 6.5×10−4 , 0 , 1300 )

[Joha16]395 ( 3.263 , – , 6.5×10−4 , 0 , 1300 )

[Lutz18]449 ( 3.263 , – , 6.5×104 , 0 , 1300 )

[Liu21]450 ( 3.25 , – , 6.5×10−4 , 0 , 1300 )

[Ioff23]36 ( 3.23 , 3.2 , 6.5×10−4 , 300 , 1300 )

[Uhne15]414 ( 3.26 , – , 6.5×10−4 , 0 , 1300 )

Balachandran, Chow, and Agarwal

[Bala05]362 ( 3.26 , – , 4.15×10−4 , 300 , −131 )

[Nawa10]363 ( 3.26 , – , 4.15×10−4 , 300 , −131 )

[Usma14]206 ( 3.24 , – , 4.15×10−4 , 300 , −131 )

Grivickas et al.

[Griv07]360 ( – , M , – , – , – )

[Levc11]391 ( 3.267 , – , 3.2×10−4 , 0 , 565 )

Tamaki et al.

[Tama08a]324 ( 3.23 , – , 7.036×10−4 , 300 , 1509 )

[Song12]325 ( 3.23 , – , 7.036×10−4 , 300 , 1509 )

Kimoto and Cooper

[Kimo14a]43 ( – , 3.265 , 8.2×10−4 , 0 , 1800 )

[Kimo19]68 ( 3.292 , – , 8.2×10−4 , 0 , 1800 )

[Dena22]2 ( 3.26 , – , 8.2×10−4 , 0 , 1300 )

[Tana24]424 ( 3.26 , – , 8.2×10−4 , 300 , 1800 )

Stefanakis and Zekentes

[Stef14]15 ( 3.285 , – , 3.3×10−4 , 0 , 240 )

[Khan23]278 ( 3.285 , – , 3.3×10−4 , 0 , 240 )

Passler (Egx, ε , Θp, p)

Grivickas et al.

[Griv07]360 ( 3.267 , 3e-4 , 450 , 2.9 )

[Stef14]15 ( 3.27 , 3e-4 , 450 , 2.9 )

FIG. 22. Reference chain for the temperature dependency of the band gap. indicates values that were

not determined for 4H-SiC, are fundamental investigations and connections predicted from the

used values.
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Lindefelt ( Anc / Anv ) [ Bnc / Bnv ] { Apc / Apv } | Bpc / Bpv | ( Cpv )

Lindefelt

[Lind98]117 ( −1.5×10−2 / 1.9×10−2 ) [ −2.93×10−3 / 8.74×10−3 ] { −1.57×10−2 / 1.3×10−2 } | −3.87×10−4 / 1.15×10−3 | ( – )

[Levi01]21 ( −1.5×10−2 / 1.9×10−2 ) [ −2.93×10−3 / 8.74×10−3 ] { −1.57×10−2 / 1.3×10−2 } | −3.87×10−4 / 1.15×10−3 | ( – )

[Well01]451 ( – / – ) [ – / – ] { – / – } | – / – | ( – )

[Cha08]440 ( −1.5×10−2 / 1.9×10−2 ) [ −2.93×10−3 / 8.74×10−3 ] { – / – } | – / – | ( – )

[Chen12]441 ( −1.5×10−2 / 1.9×10−2 ) [ −2.93×10−3 / 8.74×10−3 ] { – / – } | – / – | ( – )

[Alba10]218 ( −1.5×10−2 / 1.9×10−2 ) [ 1.7×10−2 ] { −1.57×10−2 / 1.3×10−2 } | 1.54×10−2 | ( – )

[Zhan10]452 ( −1.5×10−2 / 1.9×10−2 ) [ −2.93×10−3 / 8.74×10−3 ] { – / – } | – / – | ( – )

[Bell11]209 ( −1.5×10−2 / 1.9×10−2 ) [ 1.17×10−2 ] { −1.57×10−2 / 1.3×10−2 } | 1.54×10−3 | ( – )

[Habi11]351 ( −1.5×10−2 / 1.9×10−2 ) [ −2.93×10−3 / 8.74×10−3 ] { −1.57×10−2 / 1.3×10−2 } | −3.87×10−4 / 1.15×10−3 | ( – )

[Buon12]66 ( −1.5×10−2 / −1.9×10−2 ) [ −2.93×10−3 / −8.74×10−3 ] { – / – } | – / – | ( – )

[Pezz13]207 ( −1.5×10−2 / 1.9×10−2 ) [ 1.17×10−2 ] { −1.57×10−2 / 1.3×10−2 } | 1.54×10−3 | ( – )

[Stef14]15 ( −1.5×10−2 / 1.9×10−2 ) [ −2.93×10−3 / 8.74×10−3 ] { −1.57×10−2 / 1.3×10−2 } | −3.87×10−4 / 1.15×10−3 | ( – )

[Megh18a]403 ( −1.5×10−2 / 1.9×10−2 ) [ 1.17×102 ] { −1.57×10−2 / 1.3×10−2 } | 1.54×10−3 | ( – )

[Zegh19]404 ( −1.5×10−2 / 1.9×10−2 ) [ 1.17×10−2 ] { −1.57×10−2 / 1.3×10−2 } | 1.54×10−3 | ( – )

[Zegh20]405 ( −1.5×10−2 / 1.9×10−2 ) [ 1.17×10−2 ] { −1.57×10−2 / 1.3×10−2 } | 1.54×10−3 | ( – )

[Ioff23]36 ( −1.5×10−2 / −1.9×10−2 ) [ −2.93×10−3 / −8.74×10−3 ] { −1.57×10−2 / −1.3×10−2 } | −3.87×10−4 / −1.15×10−3 | ( – )

[Maxi23]313 ( −1.5×10−2 / 1.9×10−2 ) [ −2.93×10−3 / 8.74×10−3 ] { −1.57×10−2 / 1.3×10−2 } | −3.87×10−4 / 1.15×10−3 | ( – )

Persson, Lindefelt, and Sernelius

[Pers99]126 ( −1.791×10−2 / 2.823×10−2 ) [ −2.2×10−3 / 6.24×10−3 ] { −1.615×10−2 / −3.507×10−2 } | −1.07×10−3 / 6.74×10−3 | ( 5.696×10−2 )

[Nipo16]205 ( – / – ) [ – / – ] { – / – } | – / – | ( – )

[Loph18]448 ( −1.791×10−2 / 2.823×10−2 ) [ −2.2×10−3 / 6.24×10−3 ] { −7.311×10−2 / 3.507×10−2 } | −1.07×10−3 / 6.74×10−3 | ( – )

Slotboom ( Cn / Nn ) ( Cp / Np ) ( G )

Lades

[Lade00]141 ( 2×10−2 / 1×1017 ) ( 9×10−3 / 1×1017 ) ( 5×10−1 )

[Ayal04]48 ( 2×10−2 / 1×1017 ) ( 9×10−3 / 1×1017 ) ( 5×10−1 )

[Lech21]142 ( 2×10−2 / 1×1017 ) ( – / – ) ( 5×10−1 )

FIG. 23. Reference chain for the doping dependency of the band gap. If solely a single value is shown

for parameter B then the publication only provided Bxc +Bxv. are fundamental investigations and

connections predicted from the used values.

(3.15± 0.03) eV. Models and measurements < 5K derived higher values, starting at 3.25eV up

to > 4eV. These extreme values often indicate that the respective parameters were fitted to 300K

because the model in Eq. (20) is not able to simultaneously describe the band gap at low and high

temperatures. We identified value clusters for Eg(0) at 3.26 eV, 3.263 eV, 3.265 eV and 3.285 eV,

but also at 3.359 eV. The latter is achieved for Eg(300) = 3.26eV and α = 3.3×10−4 eV/K. The

other values overlap, in large parts, with measurements of Egx.

At room temperature the most commonly used values for Eg include 3.2 eV, 3.23 eV and

3.26 eV. We already showed direct connections between these values and the exciton band gap
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Eg

[Park94]3832.14

[Kaec96]652.18

[Dong04]2652.194

[Chin06]802.433

[Jung70]3782.8

[Gavr90]3822.89

[Pers97]1252.9

[Bell00]1753.05

[Ruff94]3693.099

[Zhao00a]2933.11

[Yama18]3803.12

[Kuro19]2683.15

[Torr22]198 [Lu21]2913.17
[Huan22b]3873.18

[Dubr77]3813.2

[Liu21]450 [Nall99]4393.25

[Rao22]203 [Dena22]2

[Uhne15]414

[Dibe14]453

[Bion12]330

[Habi11]351

3.26

[Lutz18]449

[Joha16]395

[Lutz11]415

[Rayn10]276

3.263

[Jime24]429

[Lech21]142

[Loph18]448

[Nipo16]205

[Garc13]428

[Song12]325

[Tama08a]324

3.265

[Levc11]391

[Bhat05]220 [Levi01]213.267

[Nava08]63

[Chen97]2953.27

[Ng10]297 [Vanh97]379

[Scha97]8 [Back94]3773.28

[Khan23]278

[Stef14]15 [Khal12]386

[Masr02]445

[Ivan02]373

[Gale02]356 [Frei95]256

3.285

[Janz08]14 [Ivan03]1103.287
[Arva17]1463.29

[Kimo19]683.292

[Tana24]4243.295

[Megh18a]403

[Pezz13]207 [Bell11]209

[Alba10]218

3.299

[Maxi23]3133.329

[Chen12]441

[Cha08]4403.349

[Son04]1273.35

[Zegh20]405

[Zegh19]404 [Das15]353

[Zhao03]229

[Li03]402 [Lee02]242

[Wang99]389

[Wrig98]171

3.359

[Scaj09]3643.3762

[Usma14]2063.461

[Nawa10]363

[Bala05]3623.481

[Wenz95]1243.56

[Mcnu04]4014.25

Egx

[Ioff23]363.237

[Choy64]3363.263±0.003

[Kimo14a]43

[Hata13]144

[Egil04]420

[Ayal04]48

[Masr02]445

[Lade00]141

[Choy97d]454

[Kord95]285

[Frei95]256

[Mars74]56

[Hage73]455

[Choy69]53

[Choy64a]337

3.265

[Itoh96]3463.2653

[Klah20]1513.2659

[Ivan03]110

[Egil99]140

[Ivan98]372

3.266

[Srid00]3763.267

[Stef14]15

[Griv07]3603.27

Eg

[Ruff94]3693

[Sand11]2083.03

[Nall99]4393.151

[Rao22]2033.161

[Rayn10]2763.164

[Shal02]3853.18

[Bane21]1553.1934

[Sozz19]204

[Megh18a]403

[Cabe18]215

[Arvi17]133

[Pezz13]207 [Bell11]209

[Alba10]218

[Pezz08]134

[Neud06]130

[Neud01]128

3.2

[Liu21]4503.213

[Dena22]23.214

[Fang18]3743.22

[Uhne15]414

[Habi11]3513.223

[Lutz18]449

[Joha16]395

[Lutz11]415

3.226

[Jime24]429

[Garc13]4283.228

[Maxi23]313

[Khan23]278

[Zatk21]153

[Rakh20]318

[Resc18a]456

[Stef14]15 [Song12]325

[Donn12]394

[Tama08a]324

[Bhat05]220

[Mori01]222 [Levi01]21

3.23

[Levc11]3913.234

[Lech21]142

[Loph18]4483.235

[Usma14]2063.24

[Chen12]441

[Cha08]440

[Hudg03]426
3.25

[Kimo19]683.257

[Tana24]424

[Dibe24]447

[Chou21]147

[Zegh20]405

[Zegh19]404

[Megh18]457

[Arva17]146 [Das15]353

[Chen15]216

[Mand12]458

[Nawa10]363

[Resh05]201

[Bala05]362

[Mcnu04]401

[Zhao03]229 [Li03]402

[Elas03]230 [Lee02]242

[Elas02]180 [Elas00]231

[Wang99]389

[Wrig98]171

[Afan96]397

3.26

[Ahuj02]863.260±0.098

[Gale02]356

[Gale02]3563.263

[Khal12]3863.265

[Chen22]93 [Shur06]123.28
[Bade20]4113.3

[Main24]943.30±0.02

Egx

[Ioff23]36

[Made96]138

[Made91]123

3.2

[Kimo14a]43

[Hata13]144

[Griv07]360

[Zanm64]338

3.23

[Ayal04]483.235

[Stef14]153.24

[Lade00]1413.243

Eg

[Sze07]2363

[Shah98]2473.19

[Mukh23]459 [Mukh20a]460

[Sole19]200 [Guo19]461

[Hass18]190 [Elah17]194

[Mant15]462 [Fuji15]189

[Mant13]217 [Cres13]434

[Buon12]66 [Wije11a]431

[Ostl11]183 [Butt11]188

[Mill07]237 [Cima07]463

[Kuma05]464

[Bert04]465 [Zett02]182

[Trew02]241 [Powe02]62

[Gao01]466 [Lebe99]399

[Zett98]246 [Weit98]170

[Rosc98]248 [Mick98]166

[Trew97]467 [Chel97]232

[Weit96]160 [Neud95]468

3.2

[Kars20]469 [Trip19]150

[Ryba17]196

[Liol15]470 [Klei09]26

[Donn09]219 [Arpa06]143

3.23

[Werb07]4713.24

[Kim24]156 [Pear23]135

[Pear18]199 [Scaj10]446

[Ng04]472 [Agar99]438

[Srir97]164 [Shen97]473

[Agar96]474

3.25

[Ostl24]195 [Wolf23]475

[Xi22]476 [Lang22]433

[Gao22a]91 [Capa22]423

[Bere21]422 [Nouk20]233

[Mats20]477 [Jiya20]1

[Joha19]417 [Bali19]173

[Yosh18]148 [Resc18]421

[Lebe17]37 [Chow17]234

[Liu15]192 [Kimo15]228

[Chow15]478 [Kami14]187

[Neil12]22 [Zipp11]169

[Wije11b]432 [Scab11a]33

[Mani11]407 [Jone11]90

[Gerh11]409 [Su10]181

[Kami09]186 [Zhu08]131

[Tila07]315 [Tann07]413

[Will06]479 [Schr06]210

[Phil06]408 [Chow06]480

[Bali06]172 [Choi05]129

[Ozpi04]185 [Dhar04]481

[Cole04]221 [Chow04]239

[Kohl03]273 [Han03]165

[Zhan02]240 [Wein02]393

[Keme02]243 [Wern01]406

[Hefn01]400 [Zhao00]167

[Dmit00]244 [Chow00a]245

[Chow00]178 [Bell99]72

[Huan98]137 [Mats97]398

[Chow97]250 [Yode96]202

[Wrig96]226 [Chow96]251

[Casa96]136 [Itoh94]345

3.26

[Cama08]2863.263

[Kwas14]340

[Rao99]482 [Trof98]10

[Scho94]34 [Free90]350
3.265

[Baie19]4103.268

[Klep21]483 [Chen08]99

[Bech04]4273.27

[Gale97]3273.275

[Naug17]145 [Choi16]437

[Pank14]425 [Pens05]73.28

[Ivan05]4363.287

[Pers99]126 [Pers98]4843.29

[Zhen20]193 [Bisw20]214

[Adit15]485 [Higa14]191

[Dhan10]179 [Codr00]158
3.3

[Chow93]1593.33

[Zoll99]1213.4

Egx

[Feng04a]203.26

[Fan14]416

[Yosh95]4123.263

[Pank14]425

[Berg96]419

[Habe94]344

[Suzu77]418

[Patr66]486

[Patr65]308

3.265

Ex

[Iked80b]347

[Suzu77]418

[Mats74]444

10

[Dubr75]34820.0±1.5

[Pank14]425

[Kimo14a]43

[Fan14]416

[Hata13]144

[Ayal04]48

[Masr02]445

[Egil99]140

[Deva97]13

[Frei95]256

[Iked80]95

20

[Ivan02]37320.5±1.0

[Janz08]1421

[Griv07]36030±10

[Scaj10]44630

[Klah20]151

[Lade00]14140

< 5K 300 K undefined

FIG. 24. Values for band gaps at varying temperatures. values correspond to calculations, ones to

measurements and ones are values calculated from models.
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at low temperatures, which means that a large share of currently used values denote a different

quantity at a deviating temperature.

The investigated publications largely agree upon Ex ≈ 20meV, but we found only a single

usage of this value in the last decade. The same statement can be made about the exciton band gap

energy, which is seemingly pushed out of focus of the community. For a precise discussion of band

gap parameters, the knowledge about the existence and the influence of excitons is indispensable

and needs to be reintroduced.

VII. IMPACT IONIZATION

An electric feel accelerates free charge carriers. When their kinetic energy exceeds the ioniza-

tion energy of the material, the charge carrier is able to generate an excessive electron-hole pair.

This process is called impact ionization and is sometimes deliberately used, e.g., in avalanche

diodes, to increase the responsiveness of a detection device35. However, in most devices, it is an

undesired effect causing breakdown and destruction. Consequently, impact ionization simulations

are crucial to identify and subsequently guard the unsafe operation regions of a device.

The amount of generated electron-hole pairs via impact ionization differs between holes and

electrons and depends on conditions such as field strength and the spatial direction. Of special

importance is the temperature dependency, as a fraction of the deposited energy during impact

ionization is transferred to the lattice, increasing its temperature. If the impact ionization is en-

hanced with rising temperature, a self-amplifying process can be started, eventually destroying the

device thermally (thermal runaway).

Our review shows that most of the existing models agree upon the relevant parameters and

also, that the impact ionization decreases with temperature. However, many small inaccuracies

were discovered (mostly typographical errors and confusion of units), causing big differences in

the results. The focus of past research primarily focused on the direction parallel to the c-axis,

although the parameters for the electron indicate an anisotropy that has to be considered.

A. Introduction

TCAD tools describe impact ionization described via a charge carrier generation rate (see

Eq. (35)66,139) with Jn/Jp and vn/vp being current and velocity respectively, while n and p denote
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parameters representing either electrons or holes.

GII =
1
q

(
αJn +βJp

)
=

1
q
(αnvn +β pvp) (35)

The impact ionization coefficients for electrons (α) and holes (β ) represent the number of electron-

hole pairs a single charge carrier can generate per unit length when moving in an electric field F

(see Eq. (36))35. In the sequel, we will introduce some of the models to describe α and β . For

further details, the interested reader is deferred to the dedicated literature20,22,35,487,488.

α =
1
n

dn
dx

1/cm , β =
1
p

dp
dx

1/cm (36)

The still very popular empirical Chynoweth’s law (see Eq. (37))489,490, also called Van Overstraeten-

de Man model491, was published in the late 1950s and based upon the same formalism to model

impact ionization in gases.

α,β (F) = a exp
[
− b

F

]
(37)

At the time of publication, this empirical fitting was the only possibility to describe the charge

carrier multiplication at low electric fields. A physical explanation was only available for high

field strengths (see Eq. (38))492, which utilizes the optical phonon energy (Ep), the mean free path

(λ ), and the ionization energy (Ei).

α,β (F) =
eF
Ei

exp
[
−

3EpEi

(eFλ )2

]
(38)

In 1961 Shockley 493 modeled the low-field impact ionization coefficient according to Eq. (39).

The term preceding the exponential is equal to Eq. (38) and denotes how often a carrier’s kinetic

energy can reach the ionization energy Ei (generate an excessive electron-hole pair) per unit length.

The exponential scales this value by the chance of an uninterrupted acceleration, which is charac-

terized by the mean free path λ . This model is therefore called Shockley’s “lucky electron”494.

α,β (F) =
eF
Ei

exp
[
− Ei

eFλ

]
(39)

The close relationship between Eq. (37) and Eq. (39) (a = eF/Ei, b = Ei/eλ ) finally enabled a

physics based calculation of parameters a and b495.

The models in Eq. (38) and Eq. (39) were combined in Baraff’s theory496 in 1962, which

resulted in α,β ∝ exp[−b/F ] for low fields and α,β ∝ exp[−c/F2] for high ones. It was later

extended by Thornber 497 to the expression shown in Eq. (40)487 with ⟨Ei⟩ the effective ionization
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threshold487 and EkBT the energy due to thermal effects233. For the ionization energy Ei originally

a value of 3/2Eg
233 ≈ 4.89eV356 at 300 K (Eg the band gap; see Section VI) was assumed. Recent

measurements, however, revealed for 4H-SiC values in the range of 7.28 – 8.6 eV339,428,498–504.

α,β (F) =
eF
⟨Ei⟩

exp
[
− ⟨Ei⟩
[(eFλ )2/3Ep]+ eFλ +EkBT

]
(40)

We also encountered variations of Eq. (40): Konstantinov et al. 494 removed everything but

the high-field part for α , while Kyuregyan 505 proposed a transformation that used only three

condensed parameters. As Baraff’s theory failed to satisfy all demands506, Okuto and Crowell 507

extended Eq. (41) by adding the electric field as a multiplicative factor, an exponential parameter

m and a temperature dependency via c and d (see Eq. (41)). The simplified version with c = d =

n = 0 is often referred to as Selberherr model488. All investigated publications use n = 0 (Biondo

et al. 330 stated n = 1, but the result did only match when we set n = 0), so we will not consider

this parameter in the sequel.

α,β (F) = a{1+ c(T −300)} Fn exp
[
−
(

b{1+d(T −300)}
F

)m]
(41)

To enable calculations we found models for the impact ionization coefficients using a power

law, i.e., α,β ∝ FA 415,508,509. We also encountered descriptions based on multi-stage510 and

inelastic collision events154, which are not yet supported by TCAD tools. Banerjee 155 proposed a

slightly deviation equation (see Eq. (42)), whose predictions deviated from the remaining results.

Therefore we did not include it in our analysis.

α =

(
F
an

)
exp
(
− bn

F2

)
β =

(
F
7

)
exp
[
− 1

an F2 +bn F

] (42)

TCAD tools also support more advanced models, including a sophisticated temperature depen-

dency in Eq. (41)511 and the consideration of the initial location of the impact carrier (Lackner

model)495. We found, however, no application to 4H-SiC so far.

1. Anisotropy

Impact ionization is anisotropic in 4H-SiC. The breakdown field perpendicular to the c-axis,

i.e., in [1120] direction, was reported to be 80 – 85 %512, 75 %513 respectively 50 – 60 %514 to
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that parallel to the c-axis, i.e., in [0001] direction. Nevertheless, Bhargav and Gurugubelli 515

pointed out that this discrepancy becomes less pronounced at high fields due to the dominant hole

coefficient along the c-axis.

Multiple approaches to deal with direction-dependent impact ionization were developed:

(i) Hatakeyama 516 developed a formalism (already available in modern TCAD tools) that com-

bines measurements along the principal axis to predict the impact ionization coefficient in any

desired direction. (ii) Jin et al. 517 reused available parameters but introduced a new approach to

calculate the “driving force” by considering the field direction for constant carrier temperature.

(iii) Nida and Grossner 518 adapted the field strength to an effective F∗ = (m∗
d/mF)

1/2F , with

mF the effective masses along the direction of F and m∗
d the density-of-states effective mass (see

Section V).

2. Temperature Dependency

To depict the changing behavior with temperature, the dedicated parameters in Eq. (41) were

commonly used, whereas Niwa, Suda, and Kimoto 519 extended its capabilities by providing a

second-degree polynomial in T for ap. In contrast, Hamad et al. 520 extracted parameter values for

eight temperatures independently.

A different approach applied the multiplicative factor γ shown in Eq. (43)521 to the parameters

a and b of Eq. (37)48,141,439,516,522, with T0 being a reference temperature (usually 300 K), TL the

lattice temperature and ωOP the optical phonon energy. We are confident that ωOP corresponds to

the longitudinal optical phonon energy ωLO (see Section IV) due to matching values.

γ =
tanh

(
h̄ωOP
2kB T0

)
tanh

(
h̄ωOP

2kB TL

) (43)

Finally, Nida and Grossner 518 scaled the mean free path in Eq. (40) by
√

γ and the ionization

energy by the ratio of the band gap at the lattice temperature TL and 300 K.

3. Methods

To measure the impact ionization coefficients, an equal amount of charge carriers is generated

in a space charge region, either by (pulsed) electron (electron beam induced current (EBIC))523 or

optical beams (optical beam induced current (OBIC))494,519,520,524–530. Defects have a significant
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impact on the measured coefficients, such that EBIC is used to extract parameters at defect-free

regions173.

The charge carrier generation is executed at varying field strengths. Recording the respective

terminal currents enables a comparison against the no-field current and, thus, the determination of

the effective amplification. The readout of the current can be executed in DC mode494,524, which

complicates the elimination of leakage current523, AC mode523,527,528, or both combined525,526.

Additional challenges are the selection of suitable test structures, (e.g., p-n/n-p diodes or pnp/npn

transistors) and the proper separation of electron and hole multiplication phenomena. For further

information, the interested reader is referred to the dedicated literature494,505,519,527,529,531.

Monte Carlo simulations were alsos used to investigate impact ionization. Some authors ex-

tracted the impact coefficients as the reciprocal of the average scattering distance532,533 while

others solely presented simulated values without fitting them to any of the earlier presented

model166–168,175,184,534–539. Further investigations focused on non-localized models540,541 and the

impact of defects542 in the presence of a magnetic field543,544.

We found multiple fittings of Eq. (41) to the OBIC results by Konstantinov et al. 494 (FO-

BIC)129,155,173,222,229,545–547, who originally used Eq. (40), and to the Monte Carlo results by Nils-

son et al. 536 (FMC)330,548.

B. Results & Discussion

In the sequel, we present the results of our research on impact ionization. We did not include

the parameters provided by Banc et al. 549 , as the authors focused on transistor channels. We also

discarded publications that did not clearly specify the used polytype of SiC550–553, as well as those

solely investigating the deviations of the breakdown voltage472,554–557.

A common figure of merit for impact ionization in literature is the critical electric field strength.

We found values in the range of 2 – 3 MV/cm7,128,165,180,182,199,202,406,558, and dependencies on

the doping concentration12,68,173,252,400,415,494,513,523,530,559–562. These values are, most commonly,

determined for uniformly doped non-punch-through diodes using power law approximations of

the impact coefficients523. Consequently, such values have to be corrected according to the actual

structure and doping level252,563. For example, over short distances, a higher field is required to

achieve breakdown and vice versa. Therefore, the product of distance and field is a more important

parameter for impact ionization than the critical electric field alone.
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In TCAD simulations the critical electric field is automatically achieved based on the provided

impact ionization coefficients, so we will not present these results in detail here.

1. Impact Ionization Coefficients

The earliest investigations on 4H-SiC impact ionization were published by Konstantinov

et al. 494 and Raghunathan and Baliga 523 . The proposed values, however, differed by almost

one order of magnitude, forcing authors to consciously use 6H based values389. Manifold expla-

nations were provided for this discrepancy: Bellotti 72 reported that Konstantinov et al. 494 used

non-defect-free material, explaining the higher coefficients through defect-assisted ionization.

Nilsson et al. 536 stated that the techniques used by Raghunathan and Baliga 523 are considered

more accurate and Bertilsson, Nilsson, and Petersson 548 argued that the deviations could be ex-

plained by the anisotropy of the impact ionization coefficients, which the author later revoked465.

Feng and Zhao 20 concluded that the results by Raghunathan and Baliga 523 deviated from practical

results because a large share of the intrinsic defects was simply missed due to the focused beam

that was used in the analysis.

While early Monte Carlo simulations175,536,548,571 supported the results by Raghunathan and

Baliga 523 , more advanced simulation models533 and additional measurements showed a better

agreement with Konstantinov et al. 494 . The results of the latter were, in hindsight, more commonly

accepted within the community, which is also highlighted by seven different fittings (see Table XII

and Table XIII).

We discovered multiple issues regarding these fittings: (i) The commonly used m = 1 in

Eq. (41) is unable to match the curvature of the original data. Therefore, proper model selection

in regard to the expected field strengths is key to avoid unacceptable discrepancies. (ii) Brosse-

lard 546 , Bellone and Di Benedetto 547 , and Raynaud et al. 276 derived the same parameters, but

their prediction for electrons is based on a faulty assumption. Raynaud et al. 276 described the pro-

cedure as fitting the holes and then using β/α = 40, but494 used this value only in an intermediate

calculations, whereas the final results revealed a non-constant relationship of β/α . For this rea-

son, the predictions of α by the stated authors are too low. (iii) Although Baliga 173 stated to use

the results by Konstantinov et al. 494 , the model approximates the measurements by Hatakeyama

et al. 514 much better.

In general, the literature is dominated by measurements (see Table XII and Table XIII). Since
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TABLE XII. Fundamental parameters for Eq. (41). Single values indicate that the crystal direction was

not specified. A dash represents 1 for m and 0 otherwise. marks fittings to the OBIC results by

Konstantinov et al. 494 and fittings to the MC investigation by Nilsson et al. 536 .
electron hole

ref. a∥ a⊥ b∥ b⊥ c d m F region a∥ a⊥ b∥ b⊥ c d m F region method

[106/cm] [MV/cm] [10−3/K] [10−3/K] [1] [MV/cm] [106/cm] [MV/cm] [10−3/K] [10−3/K] [1] [MV/cm]

[Ragh99]523 – – – – – – – – 3.09 17.9±0.4 −3.46 – – 2.5 – 3.2 EBIC

[Bert00]548 0.4 48 15 – – 1.15 2 – 4 1.8 45 15 – – – 2 – 4 FMC

[Sher00]545a – – – – – – – – 5.18 – 14 – – – – 1.5 – 10 FOBIC

[Mori01]222 1.69 – 9.69 – – – 1.6 2.5 – 10 3.32 – 10.7 – – – 1.1 1.5 – 10 FOBIC

[Ng03]526 1.98 9.46 −2.02b – 1.42 1.8 – 4 4.38 11.4 −0.91b – 1.06 1.8 – 4 OBIC

[Zhao03]229 7.26 – 23.4 – – – – 2.5 – 10 6.85 – 14.1 – – – – 1.5 – 10 FOBIC

[Bros04]546 0.408 – 16.7c – – – – 1.25 – 3 16.3 – 16.7 – – – – 1 – 3 FOBIC

[Hata04]514 176 21 33 17 – – – 2 – 5 341 29.6 25 16 – – – 2 – 5 OBIC

[Choi05]129 16.5 – 25.8 – – – – 2.7 – 5 5.5 – 13.5 – – – – 1.5 – 4 FOBIC

[Loh08]525 2.78 10.5 – – 1.37 1.25 – 5 3.51 10.3 – – 1.09 1 – 5 OBIC

[Loh09]564 – – – – – – – – 3.321 10.385 −2.78 0.48d 1.09 1.33 – 2 OBIC

[Nguy11]527 0.46 17.8 – – – 2 – 2.7 15.6 17.2 – – – 1.5 – 2.7 OBIC

[Bion12]330e 0.325 17.1 −32.9 – – 2 – 4 3.25 17.1 −32.9 – – 2 – 4 FMC

[Gree12]531 0.019 2.888 – – 4.828 1.8 – 2.5 6f 13.87f – – 0.96 1.6 – 4 OBIC

[Nguy12]528 3.36 22.6 – – – 1.5 – 4.8 8.5 15.97 – – – 1.5 – 4.8 OBIC

[Song12]325g 3.78 10.5 −1.47 – 1.37 1.25 – 5 4.51 10.5 −1.56 – 1.1 1 – 5 FIT

[Sun12]533 1.803 13.52 – – 1.2 2 – 5 1.861 9.986 – – 1.11 1.5 – 4 MC

[Bell14]547 0.407 – 16.7 – – – – 2.5 – 10 16.3 – 16.7 – – – – 1.5 – 10 FOBIC

[Niwa14]519 8190 39.4 – – – 2.2 – 2.7 4.513 12.82 xh 1.38 – 1.4 – 2.5 OBIC

[Hama15]520 0.99 12.9 – – – 2.5 – 7 1.61 11.5 – – – 2.5 – 7 OBIC

[Niwa15]252 0.143 – 4.93 – –i –i 2.37 2.2 – 3.3 3.14 – 11.8 – 6.3i 1.23i 1.02 1 – 2.35 OBIC

[Shar15]565 186 – 28 – – – – – 301 – 20.5 – – – – – DIV

[Kyur16]505j 38.6±15.0 25.6±0.1 – – – 1.2 – 5 5.31±0.30 13.10±0.01 – – – 1 – 5 FIT

[Zhan18]566 1.31 13 −1.47 – – – 2.98 13 −1.56 – – – –

[Bali19]173 313 – 34.5 – – – – 2 – 5 8.07 – 15 – – – – 1.1 – 4 FOBIC

[Zhao19]530 0.339 – 5.15 – – – 2.37 2.4 – 3.2 3.56 – 11.7 – 6.19 1.15 1.02 1 – 2.5 OBIC

[Stef20]529 – 6.4 – 12.5 – – – 1.6 – 2 – 6 – 13.3 – – – 1.5 – 2 OBIC

[Chea21]532k 0.932 7.19 – – 1.95 2 – 10 1.75 6.56 – – 1.45 1.6 – 10 MC

[Stef21]24l 2.8 – 20.7 – −1m −0.29m – 1.25 – 10 2.5 – 12.1 – 1.74m 0.59m – 1.25 – 10 FIT

[Kita24]512 – 6.91 – 14.4 3.75 0.657 – 1.6 – 2.1 – 34.6 – 17.5 4.39 0.604 – 1.6 – 2.1 OBIC

a same values achieved as 6H investigation by Ruff, Mitlehner, and Helbig 369

b provided by Cha et al. 567

c changed value bp = 1.67×105 V/cm to bp = 1.67×107 V/cm as the results were too high
d we changed bp = 8.9×106 −4.95×103 T to 8.9×106 +4.95×103 T to match the plots in the paper
e we changed m from 2 to 1 and n from 1 to 0 to match the specified reference536

f we changed ap = 6×104/cm to 6×106/cm and bp = 1.387×106 V/cm to 1.387×107 V/cm to fit plots
g fitted to results by Loh et al. 525

h ap = 3.94×106 −1.96×104 T +71.7T 2

i different values suggested by Steinmann et al. 568

j values achieved by averaging of472,494,519,524–526,531,564

k a and b presumably stated in 1/m and MV/m in paper, converted to 1/cm and MV/cm
l values fitted to175,369,494,525,526,528,530,569,570

m provided by Steinmann et al. 568
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TABLE XIII. Fundamental parameters for Eq. (40).

electron hole

ref. dir ⟨Ei⟩ λ Ep EkBT F region ⟨Ei⟩ λ Ep EkBT F region method

[eV] [Å] [meV] [meV] [MV/cm] [eV] [Å] [meV] [meV] [MV/cm]

[Kons97]494a ∥ 10 29.9 120 0 2.5 – 10 7 32.5 120 0 1.5 – 10 OBIC

[Nida19]518b ∥ 10.61 27 120 kBT 1 – 10 10.87 39.49 85 kBT 1 – 10 FIT

[Nouk20]233c – 7.5 10 92.5 14.4 0.9 – 10 6.62 4.8 9 102 0.9 – 10 FIT

[Stei23]568d – 10.6 27 95 kBT 1 – 10 10.9 62 95 kBT 1 – 10 FETIV

10.6 27 87 kBT 1 – 10 10.9 80 87 kBT 1 – 10 FETIV

a only high field asymptotics (without linear term in denominator) used for α

b fitting to252,494,516,523,525

c 3/2Eg instead of ⟨Ei⟩ used in the exponential, fitting to252,518,524–526,569

d parameters by Nida and Grossner 518 used as starting point

2008, multiple studies on the impact ionization of 4H-SiC, twelve of them within the last decade,

were published, demonstrating an active area of research. By comparing the models with the

plots in the respective papers, we identified inaccuracies in five out of 33 investigations, including

errors in presented parameter values531,532,546 and equations330,564 (see footnotes of Table XII).

Section A 4 presents a more comprehensive listing of encountered inaccuracies.

The measurements are complemented by the investigation of Stefanakis et al. 24 , who provided

fittings to Monte Carlo simulations175,570 and to existing 4H-SiC models494,525,526,528,530,569 (as

well as 6H369), by enforcing m = 1 in Eq. (41). Based on these fittings the authors achieved a

“global fit” model. Nouketcha et al. 233 used a genetic algorithm to fit to multiple sources252,518,524–526,569,

and Nida and Grossner 518 fitted their model to values from252,494,516,523,525. Kyuregyan 505 cal-

culated the average of available parameter values without conducting any fitting. According to

the authors, this is supposed to remove statistical inaccuracies and uncertainties introduced by the

characterization methods. Song et al. 325 fitted to Loh et al. 525 , who in turn fitted high-field values

from Ng et al. 526 and low-field ones of own measurements.

Vastly deviating parameter values in Eq. (41)can lead to similar results, because a and b com-

pensate each other. For an efficient comparison it is thus crucial to plot the models. The impact

ionization coefficients for electrons (see Fig. 25) show a spread of more than one order of mag-

nitude, whereas deviations increase for low fields. Zhang and You 566 resp. Sharma, Hazdra,

and Popelka 565 predicted higher values than most other models and Biondo et al. 330 , Bellone and
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[Kons97]494 ∥ [Bert00]548 ∥ [Mori01]222 ∥ [Ng03]526 [Zhao03]229 ∥
[Bros04]546 ∥ [Hata04]514 ∥ [Choi05]129 ∥ [Loh08]525 [Nguy11]527

[Bion12]330 [Gree12]531 [Nguy12]528 [Song12]325 [Sun12]533

[Bell14]547 ∥ [Niwa14]519 [Hama15]520 [Niwa15]252 ∥ [Shar15]565 ∥
[Kyur16]505 [Zhan18]566 [Bali19]173 ∥ [Nida19]518 ∥ [Zhao19]530 ∥
[Nouk20]233 [Chea21]532 [Stef21]24 ∥ [Stei23]568 (95) [Stei23]568 (87)
[Bert00]548 ⊥ [Hata04]514 ⊥ [Stef20]529 ⊥ [Kita24]512 ⊥

FIG. 25. Impact ionization coefficient for electrons. Each model is limited to the interval used for charac-

terization. To distinguish the models proposed by [Stei23]568, we added (Ep).

Di Benedetto 547 , Bertilsson, Nilsson, and Petersson 548 lower ones. Hatakeyama et al. 514 modeled

the increase of α with the electric field steeper than the majority in literature.

For holes (see Fig. 26) the spread in values is much smaller, especially close to a field strength

around 2MV/cm. Nevertheless, the results of Steinmann et al. 568 at low fields are several orders

of magnitude higher than the average value in literature, while the results by Raghunathan and

Baliga 523 , Biondo et al. 330 and Bertilsson, Nilsson, and Petersson 548 are around one order of

magnitude lower. In fact, the latter match the impact ionization coefficient of electrons so well that

they got occassionally interpreted as α525. Similar to electrons, Hatakeyama et al. 514 predicted

a much steeper increase with field strength, leading to higher than average values (comparable to

Sharma, Hazdra, and Popelka 565).

In contrast to Silicon, 4H-SiC shows higher hole than electron current amplification (i.e., β >

α35,245,572), which is attributed to discontinuities in the electron spectrum227. Consequently, the

Shockley approximation of the “lucky electron” can only be applied to holes, as the electron’s
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[Kons97]494 ∥ [Ragh99]523 [Bert00]548 ∥ [Sher00]545 ∥ [Mori01]222 ∥ [Ng03]526

[Zhao03]229 ∥ [Bros04]546 ∥ [Hata04]514 ∥ [Choi05]129 ∥ [Loh08]525 [Loh09]564

[Nguy11]527 [Bion12]330 [Gree12]531 [Nguy12]528 [Song12]325 [Sun12]533

[Bell14]547 ∥ [Niwa14]519 [Hama15]520 [Niwa15]252 ∥ [Shar15]565 ∥ [Kyur16]505

[Zhan18]566 [Bali19]173 ∥ [Nida19]518 ∥ [Zhao19]530 ∥ [Nouk20]233 [Chea21]532

[Stef21]24 ∥ [Stei23]568 (95) [Stei23]568 (87)
[Bert00]548 ⊥ [Hata04]514 ⊥ [Stef20]529 ⊥ [Kita24]512 ⊥

FIG. 26. Impact ionization coefficient for holes. Each model is limited to the interval used for characteriza-

tion. To distinguish the models proposed by [Stei23]568, we added (Ep).

energy is prohibited to continuously increase494. For this reason, Konstantinov et al. 494 only used

the high-field part for α .

2. Anisotropy

As outlined earlier, the breakdown field in [1120] is lower than in [0001] direction, meaning

that the respective impact ionization coefficient values ought to be higher. Already in the year

2000, Nilsson et al. 536 proposed a non-constant relationship between the single directions, though

early simulations/calculations did not manage to depict this correctly548, using constant factors

instead. We found β⊥/β∥ = 25 and α⊥/α∥ = 120548, as well as α⊥/α∥ = 1/3.5139,141, whereas

the latter was most likely derived for 6H.

In Table XII we denoted the directions only in clearly distinguishable cases, though it is safe

to assume that all investigations concentrated on the direction parallel to the c-axis515. We found
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only five exceptions424,512,514,529,548: Tanaka and Kato 424 conducted Monte Carlo simulations to

show that the impact ionization coefficient for holes perpendicular to the c-axis is only slightly

higher than parallel to it (see Fig. 26). The results by Stefanakis et al. 529 even shows an overlap

of the coefficients perpendicular and parallel to the c-axis.

For electrons the perpendicular coefficients turned out to be approximately one order of mag-

nitude higher than the parallel ones. In fact, the values of α⊥ are comparable to β∥
424, implying

that electrons have to be carefully considered in breakdown analyses as well. The low value of α

parallel to the c-axis was explained by the discontinuities in the conduction band424,494,513, making

it difficult for electrons to gain enough energy424. Nevertheless, more information is required for

definite statements.

3. Temperature Dependency

Temperature analyses are rare in the literature. Some of the available data were even proposed

by other authors years after the original publication, e.g., by Cha and Sandvik 440 , or by Steinmann

et al. 568 , who fitted the linear and quadratic temperature coefficients of the breakdown voltage.

Nida and Grossner 518 presented the high-temperature evolution of selected models, though

well outside of their experimental temperature range. The proposed calculations require a band

gap model, whereas we picked the one from Galeckas et al. 356 (see Section VI). Hatakeyama 516

used the temperature scaling shown in Eq. (43) (multiplication with γ), which can also be found

in additional publications141,210,522. We only show this temperature scaling for electrons, as it was

not specified for holes explicitly. Hatakeyama 516 noted that for a good fit ωOP = 190meV had

to be used, thereby contradicting experimental results of ωLO = 120meV. Nallet et al. 522 used

h̄ωOP = 90meV with T0 = 600K.

All models we found predicted a decreasing hole impact ionization coefficient with increasing

temperature (see Fig. 27), matching reports of a direct relationship between breakdown voltage and

temperature440,573. Consequently, thermal runaway is prevented. Steinmann et al. 568 provided a

fitting to their own measurements for the model by Niwa, Suda, and Kimoto 252 with the parame-

ters shown in Eq. (44). We do not explicitly plot this fitting, as it is very close to the original model.

Extraordinary is the model by Biondo et al. 330 , who proposed a value of cp = −32.9× 10−3/K

(comparable to Loh et al. 564), leading to β = 0 at ≈ 330K. We are unsure about the origin of

the underlying data, as the reference used for fitting536 did not provide a temperature analysis.
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FIG. 27. Temperature dependence of the hole impact ionization coefficient at 1/F = 0.4cm/MV. The

references in bracket denote the used models.

Similarly Song et al. 325 denoted Loh et al. 525 as source, who also did not provide the respective

data. Hamad et al. 520 fitted the model shown in Eq. (41) at various temperatures, which explains

the weird shape of the plot.

cp = 2.05×10−3/K , dp = 0.65×10−3/K (44)

An exception to the general statement of decreasing impact coefficient with temperature is the

model by Zhao, Niwa, and Kimoto 530 . However, the indicated increase within the range from 150

– 300 K is not supported by the plots shown in the very same publication.

The results for electrons (see Fig. 28) are comparable to those for holes, in that α approximately

halves between 100 K and 600 K. Kimoto et al. 559 assigned the discontinuities in the conduction

band, called “minigaps” in the paper, as the reason for the low-temperature dependence of α .

The only exception are the fittings of Steinmann et al. 568 to Niwa, Suda, and Kimoto 252 and

Stefanakis et al. 24 , who reported an increase of α . The model for the former only delivered
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FIG. 28. Temperature dependence of the electron impact ionization coefficient at 1/F = 0.3cm/MV. The

references in bracket denote the used models.

reasonable results after we changed dn =−0.72×10−3/K to dn =−0.72×10−6/K. Calculations

by Tanaka and Kato 424 also predicted an increase of α due to a small Brillouin zone width and

narrow bandwidth of the E − k dispersion in the conduction band. Comparable to holes, Biondo

et al. 330 proposed the same high value for cn, leading to α = 0 at ≈ 330K. In the plot, we also

added the temperature modeling by the γ factor (see Eq. (43)), showing a decline with increasing

temperature. Niwa, Suda, and Kimoto 252 did not detect any changes of α with temperature.

4. Origin of Parameters

The majority of the currently utilized impact ionization coefficients are based on 4H measure-

ments (see Fig. 29). Care has to be taken, especially for publications prior to the year 2000, as

those are often based on 6H-SiC139,369,550,574. The main reason is that 4H values were not available

or simply389 because available fittings from Konstantinov et al. 524 , Raghunathan and Baliga 569
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deviated, resulting in an inconclusive picture. Nevertheless, the respective values often found their

way in later 4H-SiC publications22,141,171,220,226.

The most influential publication was published by Hatakeyama et al. 514 but also the one by

Konstantinov et al. 494 was extensively used for fittings. In total, twelve fundamental investigations

were referenced at least once in literature.

During our analyses, we discovered some inconsistencies: The results from Bakowski, Gustafs-

son, and Lindefelt 139 were changed by Lades 141 who calculated the parameters at 273 K and

introduced a typographical error for the hole coefficient a, which was stated as 3.24× 106/cm

instead of 2.24× 106/cm. Nallet et al. 439 used 6H values of β proposed by Raghunathan and

Baliga 569 for both electrons and holes. Surprisingly, multiple authors207,439,575 followed that ex-

ample. Fig. 29 indicates incorrect values for bp in publications referencing [Ragh99]523. This

is not the case, because Raghunathan and Baliga 523 proposed a temperature dependent value of

bp = 3.09MV/cm, which we adopted in this review, and bp = (3.25±0.30)×106 MV/cm, which

was also used in literature. Khalid, Riaz, and Naseem 386 correctly referenced m = 2 from Biondo

et al. 330 but, as our analyses showed, this value is unreasonable. Section A 4 presents a more

comprehensive listing of encountered inaccuracies.

VIII. CHARGE CARRIER RECOMBINATION

In a semiconductor electron-hole pairs are continuously created, for example due to thermal

processes, and annihilated by recombination. In thermal equilibrium these process are balanced,

resulting in the electron (n0) and hole (p0) equilibrium carrier concentrations that satisfy the con-

dition n0 p0 = n2
i , with ni being the intrinsic carrier concentration.

In TCAD tools the equilibrium state is not explicitly modeled, only how the semiconductor

returns to it. The deviation of the charge carriers to n0 and p0 is denoted as excess carrier, non-

equilibrium, generated587,588 or solely carrier concentration334 ∆N and its rate of change includes

diffusion (D equals the ambipolar diffusion coefficient), recombination (R) and generation (G) (see

Eq. (45)374,589,590). The latter can be caused for example by impact ionization, which we already

investigated in Section VII, or optical generation.

d∆N

dt
= D

d2∆N

dx2 −R+G (45)

In this section we are going to review charge carrier recombination. Accurate models enable
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Electron ( a∥ , a⊥ ) ( b∥ , b⊥ ) ( c , d , m )

Kyuregyan and Yurkov

[Kyur89]550 ( 457 ) ( 52.4 ) ( – , – , 1 )

[Ioff23]36 ( 457 ) ( 52.4 ) ( – , – , 1 )

Trew, Yan, and Mock

[Trew91]574 ( 0.046 ) ( 12 ) ( – , – , 1 )

[Wrig96]226 ( 0.046 ) ( 12 ) ( – , – , 1 )

[Wrig98]171 ( 0.046 ) ( 12 ) ( – , – , 1 )

[Bhat05]220 ( 0.046 ) ( 12 ) ( – , – , 1 )

Ruff, Mitlehner, and Helbig
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[Kimo18]559 ( 3.14 , – ) ( 11.8 , – ) ( 6.3×10−3 , 1.23×10−3 , 1.02 )

[Arva19]582 ( – , 3.14 ) ( – , 11.8 ) ( – , – , 1.02 )

[Kimo19]68 ( 3.12 , – ) ( 11.8 , – ) ( – , – , 1.02 )

Thornber (λ/⟨Ei⟩/Ep/EkBT︸ ︷︷ ︸
electron

) ( λ/⟨Ei⟩/Ep/EkBT︸ ︷︷ ︸
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FIG. 29. Reference chain for impact ionization parameters. are not focused on 4H-SiC, while are

novel analyses on 4H-SiC, and indicates an educated guess on the reference based on the given values

in cases the source is not explicitly stated in the publication. The values for a and b were scaled by 1×106

for improved readability.
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high-resolution charge carrier concentrations over time, which influence the conductivity and in-

ternal electric fields. We focused our investigation on minority charge carriers, i.e., electrons in

p-type and holes in n-type material, because these are the most common ones found in literature.

Our analyses revealed that the lifetime, i.e., the average time between two recombination

events, depends on ∆N , the temperature and the doping concentration. We found measurements

that proposed values in a range of four orders of magnitude, but we were unable to identify a clear

trend with time or measurement technique. Therefore, we conclude a strong dependency on the

quality of the device. Less and even contradicting data is available for temperature and doping

related changes of the recombination rate, calling for further investigations in the future.

A. Introduction

The decline of charge carriers towards their equilibrium values n0 resp. p0 is described by

the recombination rate R591, which includes the trap-assisted Shockley-Read-Hall (RSRH), the

bimolecular (Rbim) and the Auger (RAuger) recombination rate327 (see Eq. (46)326,374,446,592,593).

An alternative representation is to use lifetimes τx, which denote the average time between two

recombination events (see Eq. (47)218).

R = RSRH +Rbim +RAuger (46)

=
∆N

τSRH
+

∆N

τbim
+

∆N

τAuger
=

∆N

τr
(47)

The individual contributions to the recombination will be investigated separately in the se-

quel. For a comprehensive description the interested reader is referred to the dedicated litera-

ture236,341,592,594.

1. Shockley-Read-Hall Recombination

The term RSRH denotes the successive capturing of a hole and an electron in a trap level with

energy Et inside the band gap592,595, sometimes also called monomolecular recombination327. The

following expressions were introduced to describe this process (see also Fig. 30)596–598: electron

capture denotes the transition of an electron from the conduction band into the trap and electron

emission the reverse process. Similarly, during hole capture a hole rises from the valence band to

the trap level, i.e., an electron drops from the trap into the valence band, and hole emission denotes
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electron capture – electron emission–

hole capture + hole emission+

FIG. 30. Capture and emission of charge carriers described by RSRH. Et denotes the trap level energy.

the reverse case. In any capture event the electron, thus, looses energy, while in any emission

event it gains some. The electron/hole capture cross sections quantify the possibility to capture an

electron/hole599, but they can also describe the thermal emission rate e (see Eq. (48)600) with Ea

the defect activation energy.

e = σ γ T 2 exp
(
− Ea

kB T

)
(48)

The energy released/consumed during these transitions is exchanged with lattice vibrations

(phonons)592, whereat different phonon interactions are distinguished, e.g., multi- or cascade-

phonon interaction594,601. Among these the capture cross section and their respective temperature

dependencies differ597.

The recombination rate R depends on the material quality592: Structural defect positions602 can

cause a decrease of R but certain impurities or damages in the lattice, which are called effective

“lifetime killers”603, lead to a steep increase. The recombination even varies across a single wafer.

Typically it is smallest in the middle where the best growth conditions are available604–617, but

also in thick 4H-SiC layers variations were reported618. Lots of effort was undertaken to refine

growth conditions in order to achieve cleaner samples326,613,615,616,619–636.

An accurate description of RSRH requires detailed information about energy level, type (accep-

tor or donor) and cross section of the defects in the device. We encountered a large amount of

investigations targeting this topic31,48,66,133,139,146,172,209,218,220,362,637–649

2,6,13,20,88,140,144,197,271,295,328,344,371,409,416,454,455,650–661

14,36,43,68,95,110,223,228,274,345,417,436,469,559,623–625,662–674

21,26,120,123,141,166,192,291,301,302,321,340,399,402,415,444,448,457,483,675–684

7,8,12,114,118,119,128,130,135,201,207,248,280,310,318,363,425,482,484,565,617,685–693

10,28,131,132,148,150,169,182,198,204,254,414,418,600,630,694–704, which makes a comprehensive analysis

81



within this review infeasible. Instead, we refer the interested reader to the reporty by Gaggl

et al. 705 , who investigated defects in 4H-SiC and developed a TCAD model for it. In regard to

recombination, the most important ones are called Z1/2 and EH6/7
27,698,703,706 and, presumably,

denote different charge states of a carbon vacancy646.

The Shockley-Read-Hall recombination includes a bulk (Rb
SRH) and surface (Rs

SRH) contribu-

tion. Both occur simultaneously and are therefore often hard to separate592,707. Nevertheless, we

will describe them in isolation in the sequel.

a. Bulk Recombination Rate Shockley and Read 596 , Hall 708 first described the recombina-

tion rate of the bulk mathematically in 1952 (see Eq. (49)146,341,415,488,596,598,708). τn,p denotes the

electron resp. hole lifetime, σn,p the electron resp. hole cross section, Nt the trap concentration,

vth =
√

3kBT/m∗
d

272,598 the thermal velocity and gt the trap degeneracy factor. The latter is often

neglected as it is usually one66. Shockley and Read 596 stated that the trap energy level (Et) is an

effective one that they calculated from the trap level and the degeneracies of the empty (wp) and

full (w) trap, i.e., Et = Et(true)+kBT ln(wp/w). TCAD tools accept either the lifetimes τn,p or the

cross sections σn,p, but they do not consider the degeneracy factor yet.

Rb
SRH =

np−n2
i

τp(n+n1)+ τn(p+ p1)
(49)

n1 =
1
gt

NC exp
(
−EC −Et

kBT

)
(50)

p1 = gt NV exp
(
−Et −EV

kBT

)
(51)

ni =
√

n1 p1 =
√

NCNV exp
(
−EC −EV

2kBT

)
=
√

NCNV exp
(
−

Eg

2kBT

)
(52)

τn,p = (σn,pvthNt)
−1 (53)

p1 and n1 can also be described by the intrinsic carrier concentration and an effective Fermi

level Ei (see Eq. (54))218,242,601. Ei, which was defined in one case as the mid gap energy

level330, differs from the intrinsic Fermi level EF that defines the actual carrier concentration

n = NC exp[(EF −EC)/kBT ] and p = NV exp[(EV −EF)/kBT ].

n1 =
1
gt

ni exp
(
−Et −Ei

kBT

)
p1 = gtni exp

(
−Ei −Et

kBT

) (54)

The SRH carrier lifetime changes with the doping concentration NA,D
709. On the one hand

dopants are defects (see Section IX), i.e., recombination centers, whose impact on the recom-
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bination is described with Eq. (49)318. On the other hand the doping process introduces ad-

ditional damage488 that lowers the lifetime according to the empirical Scharfetter relation (see

Eq. (55))146,209,369,488,601,710–714. Shao et al. 715 recently provided a detailed analysis on the change

of the lifetime for various relations of donor and acceptor concentrations.

τ =
τmax

1+
(

NA+ND
Nref

)γ (55)

The defect induced lifetime reduction was determined in more simplistic fashions as well,

e.g., τ(µs) = 1.5× 1013/NVC
706,716 and τ(µs) = 1.8× 1013/NVC

559 for carbon vacancies, and

τ(µs) = 1.6× 1013/NZ1/2
43,717 and τ(µs) = 2× 1013/NZ1/2

626 for the Z1/2 defect, with Nx the

respective concentration718.

At high temperatures the energetic charge carrier has to approach the center of the defect more

closely to be captured713. Consequently, the lifetime increases with temperature612,629,632,719–722,

which was analyzed by Udal and Velmre 723 . The cross section changes in the order of T−x 724,

which leads, in conjunction with the change of the thermal velocity according to
√

T , to a power

law description716. TCAD tools use the model shown in Eq. (56)725–727, whereat τT 0 denotes the

lifetime at some reference temperature T0.

τmax = τT 0

(
T
T0

)α

(56)

Because this approximation predicts τmax → 0 for T → 0 a modified approach shown in Eq. (57)

was proposed318. By comparison we find τ0 = τT 0/2 at T = T0 and τmax = τ0 at T = 0K.

τmax = τ0

(
1+
(

T
T0

)α)
(57)

We also found and exponential description (see Eq. (58))723 for the temperature dependency of

τ , with Eact being an activation energy and τ∞ the lifetime for T → ∞.

τmax = τ∞ exp
(
−Eact

kBT

)
(58)

Since the meaning of τ∞ is hard to grasp, it can be replaced by τT 0 exp(Eact/kBT0)
43,728, with τT 0

the lifetime at T = T0. For Eact = 0.105eV and T0 = 300K we get exp(Eact/kBT0) = 57.9, which

was sometimes stated explicitly43,728. A similar model shown in Eq. (59)589 approaches a value

of 51τ0 for T → ∞.

τmax = τ0

(
1+

100
1+ exp(Eact/kBT )

)
(59)
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The lifetimes in Eq. (58) and Eq. (59) stall for high temperatures, which makes them only

suitable for temperatures between 300 – 500 K723. The model shown in Eq. (60)142,439 circumvents

this problem.

τmax = τT 0 expC
(

T
T0
−1
)

(60)

A recent investigation by Lechner 142 identified an increase of the lifetime up to a temperature

between 600 – 700 K followed by a decrease at higher ones. Based on the research by Schenk 727

the author proposed the fitting shown in Eq. (61)142.

τmax = τT0

(
T
T0

)Tcoeff

exp

[
−ατ

(
T
T0

−1
)βτ

]
(61)

In state-of-the-art simulation tools only Eq. (56) and Eq. (60) are included.

b. Surface Recombination Rate Surface recombination includes mechanisms that occur on

surfaces or interfaces. The primary causes are imperfections or impurities at the transition be-

tween two materials. This includes many different surface types and thus also effects, such as

semiconductor-oxide or semiconductor-semiconductor and oxides across these. The share of the

surface recombination on the overall recombination rate decreases with the thickness of the sam-

ples, because the ratio of surface to bulk volume decreases718.

The boundary condition of the diffusion defines the surface recombination (see Eq. (62))729–732.

For the interested reader Mao et al. 590 presented a fantastic review on the causes, characterization

methods and possible countermeasures of surface recombination and Gulbinas et al. 729 a theoret-

ical analysis.

D
d∆N(x, t)

dx
= S0∆N(x, t) (62)

Despite the tight connection between diffusion and surface recombination, TCAD tools model

the latter by the SRH formalism. The sole difference to the bulk recombination rate is that instead

of lifetimes the surface recombination velocities sn,p (see Eq. (63)66,341,488,592) that depend on the

interface trap density Nit are used.

Rs
SRH =

(ns ps −n2
i )

(ns +n1)/sp +(ps + p1)/sn
(63)

sn = σnsvthNit (64)

sp = σpsvthNit (65)
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TCAD tools expect sn and sp as inputs. Their dependency on the crystal faces610,707,730–732 is not

included in state-of-the-art simulation tools yet. Some provide the possibility to model a doping

dependency but we found no reliable data for 4H-SiC in literature.

The surface recombination velocity depends on the surface quality and the neighboring mate-

rial. Therefore, many studies seeked to improve the material quality551,587,707,729,733–739 by varying

growth mechanisms or by irradiation662. Even an elaborate model using trap regions inside the

band gap was developed397,740,741.

Kato et al. 731 and Klein et al. 718 described the temperature dependency of the surface recom-

bination velocity, which is modeled by Eq. (66)742,743. −Ebb denotes the band bending near the

surface that leads to accumulation of charge carriers of one type at the surface while repelling the

other625,743.

seff(T ) = s∞ exp
(
−Ebb

kBT

)
(66)

2. Bimolecular Recombination

The term Rbim denotes the recombination rate due to the interaction of two particles, which can

be described by Eq. (67)415,488 with B the bimolecular recombination coefficient218,374.

Rbim = B(np−n2
i ) (67)

In literature, bimolecular recombination is sometimes reduced to the radiative band-to-band

recombination process emitting a photon446. However, in the indirect semiconductor 4H-SiC (see

Section VI) it is less important, because a phonon always has to absorb the momentum of the

charge carrier218,374,589,597,611. Besides radiative recombination, Rbim also includes (i) recombi-

nations between donor-acceptor pairs (DAP)326,744 (ii) the recombination of a charge carrier from

the conduction/valence band and an unionized dopant (e.g., e-A)424,744 and (iii) the recombination

of excitons (see Section VI)446.

Trap-assisted Auger recombination (TAA)745 is also a bimolecular process but it is handled

in differing fashions in the literature. TAA denotes the process when an electron (hole) interacts

with a trap (capture resp. emission) and the additional/missing energy is exchanged with a particle

of the same kind. In the past, authors included this process in the bimolecular recombination

coefficient91,327,446,746, the Auger process201,747 and SRH594,745,748. The latter is the only option

to model TAA in existing TCAD tools, but we were unable to find suitable values for 4H-SiC.
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We found additional trap-assisted Auger processes that have to be handled with care: Lin-

nros 746 remarked that the excitonic Auger capture process described by Hangleiter 595 is “markedly

different” from TAA and should be regarded as an alternative explanation for multi-phonon/SRH

recombination. Booker et al. 646 reported a trap-Auger mechanism using a neutral EH6,7 trap that

contains two electrons. When a hole recombines with one of the electrons, the excessive energy

is transferred to the other electron and ejects it to the conduction band. Finally, Takeshima 749

described a phonon-assisted Auger recombination process.

3. Auger Recombination

At last, the term RAuger, also called Auger recombination “(first discovered in atomic systems

by Pierre Auger; soft g, please, the gentleman is French not German!)”594, denotes a three particle

interaction where the excessive resp. missing energy and momentum is taken from/transferred to

a third particle (either hole or electron). This process is an intrinsic property of the material592

and dominates for high excessive charge carrier densities. It is described by Eq. (68)146,415,488,750

where Cn denotes the energy transfer to an electron and Cp the transfer to a hole327.

RAuger = (Cnn+Cp p)(np−n2
i ) (68)

We found several approaches to model the temperature dependency360,632 of the parameters.

Galeckas et al. 327 proposed an exponential correlation according to Eq. (69).

Cn +Cp = γ30 exp
(
−α(T −300K)

kBT

)
(69)

Ščajev and Jarašiūnas 589 explained their deviating results by the fact that Galeckas et al. 327

did not consider the in-depth profile. For an improved coverage the authors developed the model

in Eq. (70), with BCE(T ) ∝ T−1.5 the Coulomb enhancement coefficient and aSC the screening

parameter.

C(T,∆N) =

(
C0 +

BCE(T )
∆N

)
/

(
1+

∆N

aSC ×T

)2

(70)

Ščajev et al. 446 mentioned a more simplistic relationship of C ∝ ∆
−0.3
N due to the screening

of the Coulomb enhancement coefficient, and Tanaka, Nagaya, and Kato 747 C ∝ ∆
−0.68
N . The

differences may be explainable by the deviating fitting procedures.
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In rare cases reserachers even reused the formalism to describe the temperature induced changes

of the Auger recombination coefficients in Silicon (see Eq. (71))448,566.

Cn,p =

(
An,p +Bn,p

(
T
T0

)
+Dn,p

(
T
T0

)2
)[

1+Hn,p exp
(
− n, p

N0n,p

)]
(71)

4. Analysis

In the sequel we want to analyze the presented equations and extract further useful informa-

tion. Some reader might have noticed that all recombination rates contain the multiplicative factor

shown in Eq. (72) with ∆n,∆p the excessive carrier concentrations for electrons resp. holes. Recall

that n = n0 +∆n, p = p0 +∆p and ni = n0 p0.

(np−n2
i ) = (n0 +∆n)(p0 +∆p)−n0 p0 = n0∆p + p0∆n +∆n∆p (72)

For a device without traps, i.e., ∆p = ∆n = ∆, and for low-level (ll, ∆ ≪ n0, p0) resp. high-level

(hl, ∆ ≫ n0, p0) injections the models can be simplified236,341,415,592,746, which provides useful

insights on how to interpret measurements results592. After a short calculation we get, due to

R = ∆N/τr (see Eq. (47)), for low-level injections the results shown in Eq. (73) and high-levels the

results in Eq. (74).

τ
ll
SRH =

τp(n0 +n1)+ τn(p0 + p1)

n0 + p0
(73a)

τ
ll
bim =

1
B(n0 + p0)

(73b)

τ
ll
Auger =

1
(Cnn0 +Cp p0)(n0 + p0)

(73c)

τ
hl
SRH = τp + τn (74a)

τ
hl
bim =

1
B∆

(74b)

τ
hl
Auger =

1
(Cn +Cp)∆2 (74c)

At high-injection levels τSRH = τp + τn (also called ambipolar lifetime43,485,751) and τAuger solely

provide the sum of electron and hole lifetimes. Separate measurements are only possible at low-

injection levels and with doped semiconductors, i.e., either n0 ≫ p0, p1,n1 or p0 ≫ n0,n1, p1. In

that case one of the summands can be ignored.
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For doped semiconductors we can rewrite the high-level injection results from Eq. (74) as

shown in Eq. (75)218,327,374,415,446,592–594,657,746, which highlights that the introduced recombina-

tion terms actually represent a polynomial approximation of the recombination rate up to degree

three in respect to the excess carrier concentration. If no excess charge carriers exist, i.e., ∆ = 0,

no recombination is considered (R = 0). For low excess charge carrier densities the SRH term

dominates while for high densities the Auger process is most important.

R = ∆τ
−1 = ∆(τ−1

SRH + τ
−1
bim + τ

−1
Auger)

= A∆+B∆
2 +C∆

3
(75)

All these simplifications are only valid for ∆ ≥ 0. If (np−n2
i ) < 0 the recombination rate be-

comes negative, meaning that according to Eq. (45) charge carriers are generated. The correspond-

ing rate of change can be described by using the so-called generation lifetime τg
27,341,415,591,752.

Such a reversal is not meaningful for the bimolecular recombination because the respective gen-

eration demands incoming photons591. TCAD tools provide for this purpose dedicated optical

generation mechanism, meaning that bimolecular recombination is deactivated for (np−n2
i )< 0.

Impact ionization (see Section VII) is often stated as the inverse of Auger recombination236,601,753,

implying that it also gets deactivated if too few charge carriers are present. However, Selberherr 488

stated that there is a difference: While impact ionization requires high current densities the inverse

process of the Auger recombination only requires high charge carrier concentrations with negligi-

ble current flow. Despite these facts, RAuger gets deactivated in TCAD tools when it drops below

zero by default, but some allow to explicitely enable it for this case.

5. Methods

The recombination lifetime was measured either optically or electrically. Commonly used

optical techniques include photoluminescence decay (PLD)612,669,709, (transient) (time-resolved)

free carrier absorption ((T)(TR-)FCA)275,327,446,589,593,611,620,746,754,755, electron beam induced

current (EBIC)619, time-resolved photoinduced absorption (TRPA)327, time-resolved photolumi-

nescence (TRPL)590,611,613,617,627,630–632,698,703,718,756, time-resolved transient absorption (TRTA),

longitudinal optical phonon-plasmon coupling (LOPC)757,758, transient absorption spectroscopy

(TAS)374, four wave mixing (FWM)334, low-temperature photoluminescence (LTPL)709,714, ca-

pacitance transient (C-t)551, differential transmittivity (DT)714 and (microwave) photoconductance
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decay ((µ)-PCD)478,559,587,588,590,604,606,611,616,621–626,628,629,634,657,707,731,737,759–763. Hirayama

et al. 764 described a two-photon absorption (TPA) process to determine the lifetime in a specific

depth of the sample.

Electrical measurements included reverse recovery (RR)558,723,765,766, thyristor turned off gate

current (TTOGC)720, short-circuit current/open-circuit voltage decay

(SCCVD/ OCVD)201,218,716,721,767–770, diode current density (DCD)16,453,581,771, bipolar transistor

emitter current (BTEC)772 and diode forward voltage degradation (DFVD)773. Also utilized were

fittings to measurement (FIT)206,313,394 or simulations (SIM)722.

The achieved lifetime values depend on the utilized method201. It has to be assured that the

same quantity is measured, and that injection level and temperature are taken into account201.

For example, Kato, Mori, and Ichimura 774 claimed that µ-PCD tends to overestimate the carrier

lifetimes in high injection conditions and Tawara et al. 698 that µ-PCD achieves longer lifetimes

than the ones by TRPL. Deviations might also results from improper measurement setups: OCVD

is limited to low and high injection regions218. Levinshtein et al. 775 even argued that RR and

OCVD measurement may provide incorrect results394. For more detailed information, e.g., which

carrier lifetime is extracted from the decay time for high and low injection by each measurement

technique, the interested reader is referred to the dedicated literature43,611.

It is important to consider the impact of the surface recombination Rs
SRH as well611, because

samples with a thickness in the range of mm or even cm would be required341 to extract Rb
SRH

directly592. In the optimal case Rs
SRH is determined separately558,718,761,765, but that is not always

practical611.

B. Results & Discussion

In the sequel the results of our analyses will be presented, whereas we will not distinguish the

different faces inside the crystal631,731. We did not include values when solely the effective lifetime

was proposed471,609,752 or if it was not possible to clearly distinguish τn and τp
446,757,759,760. We

also removed the values by Kato et al. 776 who investigated the recombination at specific crystal

stacking faults or dislocations, because the achieved lifetimes were a lot lower than all other values

we gathered. We discarded the investigation by Grivickas et al. 620 because no concrete values

were mentioned.
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TABLE XIV. Electron lifetime results. Column inj. denotes the carrier injection level, i.e., low (ll) resp.

high (hl), and column excess the exact amount. A y in column impr. highlights that the shown value is the

highest lifetime achieved in an optimization process.

ref. τn dop conc. T inj. ∆N impr. method

[µs] [1/cm3] [K] [1/cm3]

[Agar01]720 0.6 p 7×1014 293 hl - - TTOGC

[Ivan06a]722 0.066 p 2×1017 300 - - - SIM

[Alba10]218 0.008 - 2.04×1017 300 - - - OCVD

[Haya11]587 1.3 Al 9×1014 - ll 1.5×1014 y µ-PCD

[Haya11a]588 1.6 p 9×1014 300 – 525 ll 1.5×1014 y µ-PCD

[Haya12]621 1.7 p 5.6×1014 - ll 1×1015 y µ-PCD

[Okud13a]628 0.31 Al 1×1018 300 - 9.1×1015 - µ-PCD

[Dibe14]453 0.001 - - - hl - - DCD

[Okud14]629 10 Al 2×1014 300 - 3.6×1016 y µ-PCD

[Liau15]714 0.02 Al 1×1017 300 hl - - DT

[Okud16]762 12 Al 1×1015 300 - 3.6×1014 y µ-PCD

[Hase17]581 0.4 p 8×1014 - - - - DCD

[Kato20]731 1.2 Al 6×1014 300 ll - y µ-PCD

[Koya20]773 0.13 p 1×1019 - - - - DFVD

[Maxi23]313a 6 - - - - - - FIT

[Zhan23a]616 3.14 Al 2×1014 300 - - y µ-PCD

a value fitted to measurements by Kimoto et al. 559

1. SRH Lifetime

We identified 16 investigations of the electron lifetime τn in 4H-SiC (see Table XIV) and 62 of

τp (see Table XV and Table XVI). The first scientific reports were published in the late 1990s and

up to the present day this is an active research topic. Despite the wide range of values, we still

encountered the relation τn = 5τp
16,210,229,247,369,389,402,417,452,777, which was originally used for

Si and more recently τn = τp
29,203,207,324,386,439,778,779. Based on our results the latter seems more

reasonable.

The shown tables represent already a simplification, because many publications include values
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TABLE XV. Hole lifetime results [1/2]. Column inj. denotes the carrier injection level, i.e., low (ll) resp.

high (hl), and column excess the exact amount. A y in column impr. highlights that the shown value is the

highest lifetime achieved in an optimization process.

ref. τp dop conc. T inj. ∆N impr. method

[µs] [1/cm3] [K] [1/cm3]

[Kord96]612 2.1 n - 300 - - - PLD

[Gale97]327 0.26 N 5×1015 - hl - - TRPA

[Neud98]558 0.7 N (2 – 4)×1016 - - - - RR

[Gale99a]608 0.5 N <1×1016 - - - - FCA

[Ivan99]721 0.6 n 6×1014 293 hl - - OCVD

3.8 n 6×1014 550 hl - - OCVD

[Kimo99]765 0.33 N 5×1014 - - - - RR

[Udal00]766 0.052 n (0.9 – 2.6)×1015 - - - - RR

[Cheo03]551 1 N (1 – 1.8)×1016 300 - - - Ct

[Dome03]772 0.0035 n 8.6×1015 - hl - - BTEC

[Zhan03]703 0.3 n (1 – 200)×1014 - - - - TRPL

[Levi04]769 1.55 n 3×1014 293 hl - - OCVD

[Tawa04]698 0.26 – 6.8 n (1.8 – 34)×1014 300 – 500 - (1.1 – 4.2)×1015 - TRPL

[Resh05]201 1 n 7×1015 - - - - OCVD

[Huh06]669 0.5 n 1×1014 - ll 1×1013 - PLD

[Ivan06b]768 3.7 n 2×1014 300 hl - - OCVD

[Jenn06]619 15.5 N 5×1015 - - - - EBIC

[Neim06]334 0.012 N 1×1016 - - - - FWM

[Dann07]657 2.5 N 1.5×1015 300 hl (2 – 20)×1016 y µ-PCD

[Stor07]630 0.218 N 5×1015 300 - - y TRPL

[Udal07]723 0.0044 n 7×1015 297 - - - RR

[Kimo08]625 8.6 n (1 – 2)×1015 - ll 5×1012 - µ-PCD

[Stor08]631 0.99 n 1×1014 300 - - y TRPL

[Hiyo09]634 1.62 N (1 – 5)×1015 - hl (2 – 20)×1016 y µ-PCD

[Resh09]767 2.13 n (1 – 1.2)×1015 - hl - - OCVD

[Alba10]218 1.5×10−5 - 2.21×1017 300 - - - OCVD

[Jara10]780 0.8 n 4×1014 300 - (1 – 100)×1017 - FCA

[Kimo10]626 9.5 n (0.9 – 1)×1015 - hl (5 – 50)×1015 y µ-PCD

[Kimo10a]737 13.1 N 7×1014 - hl (5 – 50)×1015 y µ-PCD

[Klei10]718 >100 N <1×1016 222 ll 2×1014 - TRPL

[Miya10]761 18.5 N 7×1013 - ll 3×1012 - µ-PCD
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TABLE XVI. Hole lifetime results [2/2]. Column inj. denotes the carrier injection level, i.e., low (ll) resp.

high (hl), and column excess the exact amount. A y in column impr. highlights that the shown value is the

highest lifetime achieved in an optimization process.

ref. τp dop conc. T inj. ∆N impr. method

[µs] [1/cm3] [K] [1/cm3]

[Haya11a]588 4.6 n 1.2×1015 300 – 525 ll 1.5×1014 y µ-PCD

[Donn12]394a 0.24 N 1×1016 - - - - FIT

[Ichi12]622 33.2 N (3 – 8)×1014 - - (1 – 10)×1015 y µ-PCD

[Kawa12]624 6.5 n 1×1016 300 - 1×1016 y µ-PCD

[Lilj13]613 1.6 N 3×1015 300 ll - y TRPL

[Miya13]627 13 N (2 – 3)×1014 300 - - y TRPL

[Scaj13]589 0.55 n 4×1014 - ll - - FCA

[Dibe14]453 0.01 - - - hl - - DCD

[Usma14]206b 1.3 n 2×1014 - - - - FIT

[Chow15]478 2.5 n 2.5×1014 300 hl - - µ-PCD

[Kaji15]623 21.6 N 2×1014 - - 1×1014 y µ-PCD

[Suva15]754 0.35 N 8×1015 - hl 6×1017 - FCA

[Puzz16]771 1 n 3×1015 400 - - - DCD

[Sait16]763 26 n 1×1014 300 - 1.8×1017 - µ-PCD

[Stre16]781 (22.5±7.5)×10−3 n 1.5×1015 300 - - - EBIC

[Tawa16]632 0.3 N 7.7×1017 300 ll - - TRPL

[Tsuc16]756 2.6 n 1.4×1014 - - - - TRPL

[Ayed17]603 20 N 1×1015 - - - y -

[Lilj17]709 3.5 N 1.3×1015 300 ll - - PLD

[Fang18]374 (11±3)×10−3 N 9.1×1018 300 - - - TAS

[Kimo18]559 110 n 1×1014 - - (1 – 10)×1014 y µ-PCD

[Cui19]604 1.05 N 2×1013 300 - 4×1016 - µ-PCD

[Mura19]617 9.9 N 1×1015 293 ll - - TRPL

[Kato20]731 0.7 N (1 – 10)×1015 300 ll - y µ-PCD

[Naga20]593 10 N 1×1018 293 hl 1.5×1018 - TR-FCA

[Sapi20]716 19 n 1×1016 300 hl - - OCVD

[Erle21]606 5 N (5 – 10)×1014 - ll - - µ-PCD

[Mura21]744 0.14 N 2×1017 293 ll 7×1014 - TRPL

[Meli22a]758 (1.63±0.18)×101 n 5×1013 - hl (5.2 – 6.6)×1017 y LOPC

[Maxi23]313c 2 - - - - - - FIT

[Kato24]707 4.5 n 1×1015 300 - (5 – 50)×1015 - µ-PCD

[Sozz24]770 6.09 n 1.5×1014 298 hl 4×1017 - OCVD

a value fitted to results by Galeckas et al. 327

b value fitted to forward current measurements by Ryu et al. 782

c value fitted to measurements by Kimoto et al. 559
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for multiple operating conditions, i.e., temperature, doping concentration and excess carrier con-

centration. For example Hayashi et al. 588 provided measurements for various injection levels and

two temperatures (300 K and 525 K). In these cases we only selected the highest lifetime for the

table.

The measurements show no difference between τn and τp, which both decrease with increasing

doping density (see Fig. 31). However, the reported values differ by up to four orders of magnitude

for a constant doping concentration. To investigate this circumstance we scaled the maker size with

the excess carrier concentration, because for a high level only the sum τn + τp is achieved669,754

(cp. Eq. (74)). Consequently, we expected that the lifetime increases when going from low to high

injection level, until it eventually starts to decrease when the bimolecular or Auger recombination

become dominant. This effect was explicitly shown in literature587,588,621,707. In addition, Kimoto

et al. 783 stated in 2016 that the injection-level dependence of SRH lifetimes is not known in SiC,

calling for further research, Tawara et al. 632 experienced a lifetime decrease eventually approach-

ing a constant value and Ščajev and Jarašiūnas 589 concluded that the lifetime is almost injection

level independent. Our analysis agrees mostly with the latter, because we were unable to identify

any clear tendency in the data.

The lifetime values that were referenced in literature (see Fig. 32) also show a big spread,

with values ranging from 15 ns to 39.5 ms, but similar values for τn and τp. Compared to other

topics investigated in this review lifetimes are rarely referenced, which highlights the impact of

the material quality and the necessity for device specific measurements.

2. Doping Dependency of SRH Lifetime

We could solely identify parameter sets for the Scharfetter relation in Eq. (55) (see Table XVII)

that were fitted to suitable measurements. Liaugaudas et al. 714 conducted their own differential

transmittivity measurements and Maximenko 313 fitted to the results of the µ-PCD measurements

by Kimoto et al. 559 . These are the only ones that distinguished between electrons and holes. For

early publications no 4H-SiC values were available, so Ruff, Mitlehner, and Helbig 369 settled for

a combination of Silicon based values gathered from various sources. In other cases29,129 we were

unable to retrace the origin of the values, although often explicit references were provided.

We discovered in two cases a mix-up of doping and excess charge carrier concentration during

fitting. While both lead to a decrease in lifetime with increasing concentration (as we will show
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[Naga20]593 τp [Sapi20]716 τp [Erle21]606 τp [Mura21]744 τp
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FIG. 31. Measurements of the minority charge carrier lifetime for the respective doping densities. The mark

size indicates the excess carrier concentration. We picked an intermediate size if no data were available. We

excluded the results by Albanese 218 for τp because the value was very low and distorted the plot.

later) the underlying physical processes are fundamentally different. While more doping results

in an increased amount of recombination centers, more excess charge carriers lead to a higher

contribution of bimolecular and Auger recombination. Although the Scharfetter relation only

covers the former Nallet et al. 439 and Donnarumma, Palankovski, and Selberherr 394 fitted the

lifetime versus the excess charge carrier concentration. Despite this discrepancy we included the

respective results to paint a more complete picture but highlighted them accordingly.

The fittings predict that τp starts to decrease for doping concentration > 1014/cm3 and τn only
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FIG. 32. Lifetime values referenced in literature in [µs].

after a concentration of 1018/cm3 is exceeded. The rate of change is thereby higher for τn. The

only exception of this observation is the fitting of τn by Kimoto et al. 559 , which matches the fittings

of τp from various authors well. To resolve this disagreement and to confirm our hypothesis further

measurements would be necessary in the future. The remaining models agree either more to the
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TABLE XVII. Parameters for doping dependency according to the Scharfetter relation in Eq. (55). are

investigations not focused on 4H-SiC, are fittings to doping variations and fittings to varying excess

carrier concentrations (not covered by this model). The last column denotes the source for the fitting data.

electrons holes

ref. Nref γ Nref γ quantity fit to

[1/cm3] [1] [1/cm3] [1]

[Ruff94]369 a 3×1017 0.3 3×1017 0.3 – –

[Nall99]439 1×1016 1 1×1016 1 excess [Gale97]327

[Levi01b]29 7×1017 1 7×1017 1 – –

[Choi05]129 b 5×1016 1 5×1016 1 – –

[Donn12]394 2×1018 1.9 2×1018 1.9 excess [Gale98]785

4×1018 1.4 4×1018 1.4 excess [Neim06]334

[Liau15]714 5×1018 1.2 – – doping –

[Lech21]142 c 7×1016 1 7×1016 1 – –

[Maxi23]313 5×1015 0.55 5×1015 0.67 doping [Kimo18]559

a based on data for Silicon
b no data found in provided reference6, according to Albanese 218 based on Silicon
c default values from TCAD tool

electron or hole behavior. Solely the Silicon based model ([Ruff94]369) shows a very slow decrease

and thus can not be assumed accurate for 4H-SiC.

3. Temperature Dependency of SRH Lifetime

We found various fantastic investigations on the temperature dependent lifetime707,731; one

even distinguished between surface and bulk lifetime718. Excess charge carriers in the range

1× 1016 – 1× 1019/cm3 were investigated424, with the conclusion that the temperature behav-

ior depends on the excess carrier concentration780.

In the literature predominantly the power law description of Eq. (56) was used (see Ta-

ble XVIII). The values for the exponent α thereby commonly vary between 1 and 2. Udal

and Velmre 723 stated a fitting in two regions, as the lifetime started to increase faster above 700 K

based on charge carrier lifetimes that the authors extracted from reverse recovery measurements

by Boltovets et al. 739 . Sapienza et al. 716 achieved α = 1.5 which is exactly the value expected
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FIG. 33. Doping dependency according to the Scharfetter relation in Eq. (55). In brackets are the values

for (Nref, γ). Only one graph is shown if electron and hole parameters are equal (see Table XVII). Solid

non-opaque lines represent fittings to suitable 4H-SiC measurement data.

for Coulomb-attractive charge recombination centers723.

The origin for the value αn,p = 5206,362,363 is unclear. Although we stated Balachandran, Chow,

and Agarwal 362 here we were not able to find a measurement that derived these values. We suspect

that these were default values of a TCAD tool but we could not even confirm that. In the same

sense we were not able to pinpoint the origin of the value C = 2.55 439 for Eq. (60). Although

Lechner 142 provided a reference786 we were not able to find anything in there either.

For the exponential based approaches the value of Eact was chosen between 110 – 125 meV

and for Eq. (61) Lechner 142 proposed a variety of parameters. We calculated the average from the

single sets and achieved the values shown in Eq. (76).

Tcoeff = 0.666, ατ = 0.06385, βτ = 5.716 (76)

A comparison of the single models (see Fig. 34) shows a consistent increase of the lifetime

with temperature. We added some temperature measurements and scaled them such that the room

temperature values are around the arbitrary value of 1µs. We had to dismiss the values by Lophitis

et al. 448 because the authors only showed the parameters but not the according equations. We

also do not show the results by Puzzanghera and Nipoti 771 , who derived solely minor deviations

around the room temperature value.
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TABLE XVIII. Temperature dependency of the lifetime. If only one value for αn,p is stated no charge carrier

specification was made in the publication. Column conf. shows the confidence interval and equ. the model.

ref. αn αp T0 Eact C conf. equ. method

[1] [1] [K] [eV] [1] [K]

[Kord96]612 a – 1.72 300 – – 300 – 500 (56) PLD

[Ivan99]721 c – – – 0.11 – 300 – 500 (58) OCVD

[Nall99]439 b – – 300 – 2.55 – (60) –

[Udal00]766 – 2.2 300 – – 200 – 450 (56) RR

[Agar01]720 c – – – 0.12 – 300 – 500 (58) TTOGC

[Bala05]362 5 – 300 – – – (56) –

[Levi05]719 c – – – 0.08 – 300 – 550 (58) –

[Ivan06a]722 d – – – 0.105 – 300 – 500 (58) SIM

[Udal07]723 – 1.9 300 – – 300 – 700 (56) RR

– 4.4 300 – – 700 – 1000 (56) RR

[Scaj13]589 – – – 0.125 – 70 – 1000 (59) FCA

[Dibe14]453 2.15 – 300 – – 250 – 500 (56) DCD

[Chow15]478 e 1.2 300 – – 300 – 525 (56) µ-PCD

[Rakh20]318 – 8 450 – – 100 – 700 (57) –

– 14 530 – – 100 – 700 (57) –

[Sapi20]716 1.5 300 – – 300 – 450 (56) OCVD

[Tian20]16 1.84 1.84 300 – – 300 – 573 (56) DCD

[Maxi23]313 f 1.72 1.72 300 – – – (56) FIT

[Sozz24]770 1.7 298 – – 300 – 450 (56) OCVD

a fitting provided in citing articles, Sapienza et al. 716 fitted α = 1.9
b default value in simulation tool, according to Lechner 142 based on the research from Grasser et al. 786

c fitting by Udal and Velmre 723

d fitting by Tamaki et al. 728

e fitting by Sapienza et al. 716

f fitted to results by Kimoto et al. 559

Some trajectories16,313,453,716,722,770 can be inferred from the existing results and are not ex-

plicitly shown to improve visibility. For Eq. (56) a higher value of α leads to a steeper increase,

comparable to a higher value of Eact in Eq. (58). Different shapes are predicted by Eq. (57), which

shows an increases steepness at high temperatures, and Eq. (61), with the eventual decrease of the
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FIG. 34. Temperature Dependency of the SRH lifetime. Models are calibrated to hit 1 µs at 300 K. Mea-

surement results are scaled such that 1 µs at (296±4)K is achieved. H denotes high level injection and L

low level one.

lifetime at high temperatures.

We want to remind the reader that temperature changes depend on the doping concentration744.

In addition, the measured value, e.g., the sum of hole and electron lifetime for high level injec-

tion478, can have a differing temperature dependency. Sapienza et al. 716 compared various sources

in this respect147,612,723.

4. Surface Recombination Velocity

The surface recombination velocity is, as the name indicates, not a bulk property but depends

on many parameters such as crystal faces, i.e., Si-, C-, a- or m-face731,732, interface treatment and

the resulting interface traps787. For these reasons we will only roughly cover this topic. Ščajev

et al. 446 , Gulbinas et al. 729 , Mori, Kato, and Ichimura 732 published interesting analyses of the

surface recombination velocity for the interested reader.

In general, the surface recombination velocity has to be determined for each sample separately,
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due to its wide range of dependencies. It scales with temperature718,731 and depends on the injec-

tion level341,446,707, which was explained by a possible band banding near the interface625. Suitable

values in literature were mainly based on dedicated investigations (see Table XIX) or were simply

assumed, e.g., s = 2.2×105 cm/s 738 and s = 1×103 cm/s 622.

To determine the surface recombination velocity complementary measurement methods to the

ones mentioned in Section VIII A 5 were used, for example colinear pump probe (CPP)729, non-

equilibrium free-carrier density (NFCD)360, the current density (CD)734,789 or reverse recovery

(RR)765. A common method to extract729 and sometimes even eliminate558,761 the surface recom-

bination was to vary the thickness of the device, but an effective bulk lifetime of more than 1 µs

can only be measured directly within epitaxial layers thicker than 100 µm43. Kimoto, Miyamoto,

and Matsunami 765,790 varied the radius and extracted sn from the change of lifetime versus the

perimeter/area ratio.

Due to the numerous growth parameters788 a wide range of growth optimizations and surface

treatments were proposed. While mechanically polishing surfaces leads to an increased roughness

(high velocities)611, more recent experiments achieved velocities of < 200cm/s, indicating high

surface qualities. The amount of publications in the last years also indicates an active research

community.

Publications referencing other investigations often combine multiple values to achieve rea-

sonable values, e.g., s =(1 – 100)× 103 cm/s21,36, s = 2 × 103 cm/s417, s = 1 × 104 cm/s714,

s = 1× 103 cm/s593,747, s = 4× 104 cm/s589 and sn = sp = 1× 105 cm/s772, whereat 4H and 6H

are fairly similar in this regard608.

5. Bimolecular Recombination

All studies regarding the bimolecular coefficient B achieved a value of (1.5±0.5)×10−12 cm3/s

(see Table XX) despite the comments that the parameters by Galeckas et al. 327 were just an esti-

mation36. Exceptions were the investigation by Neimontas et al. 334 , whose value is one order of

magnitude bigger, and Murata et al. 744 , who achieved 3-4 times higher values. We also found pub-

lications589,593,731 that only used the radiative component with a value of (1 – 3)×10−14 cm3/s275.

The rather high values of B compared to the radiative part was explained by the additionally in-

cluded trap-assisted Auger327,364 and electron-acceptor (e-A) recombination744.

Little data about the temperature dependency of B is available. Tawara et al. 632 presented
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TABLE XIX. Surface recombination velocity. A y in column impr. indicates that the velocities represent

the end of an optimization process.

ref. s sn sp typea impr. method

[cm/s] [cm/s] [cm/s]

[Gale97]327 – – 4×104/1×104 S/I – FCA

[Neud98]558 – – 5×104 M – RR

[Gale99a]608 – – (5 – 8)×103 S y FCA

[Kimo99]765 – – 5×104 M – CD

[Gale01]609 (5 – 500)×103 – – S y TA

[Cheo03]551 – – 1 – 1000 S y Ct

[Huh06]669 – – 2.50×103 S – TRPL

[Ivan06a]722 4200 – – M – CD

[Neim06]334 – – (4±1)×104 S – FWM

[Griv07]360 1×104 – – S – NFCD

[Klei08]611 – – (5 – 500)×103 S y TFCA

[Klei10]718 – – 400 – 6940 S – TRPL

[Scaj10]446 (2 – 13)×103 – – S – FCA

[Gulb11]729 – (1.5 – 3)×104 (1 – 100)×104 S y CPP

[Pour11]788 – 1.07×103 (1.07 – 57)×103 S y FCA

[Kato12]730 – – (1 – 2)×103 S y µ-PCD

[Mori14]732 – – 1500 – 7500 S y µ-PCD

[Suva15]754 – – (3.5 – 200)×104 S/I y FCA

[Asad18]734 (6 – 120)×105 – – M y CD

[Ichi18]736 – 300 – 6000 200 – 2500 S y µ-PCD

[Kato20]731 – 400 – 1950 150 – 750 S y µ-PCD

[Xian21]789 ((6.0±0.7) – 58±5)×105 – – M y CD

[Kato24]707 – – 100 – 2500 S y µ-PCD

a mesa structure (M), surface (S) or interface (I)
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TABLE XX. Fundamental investigations of the bimolecular recombination parameter.

ref. B T ∆N method

[cm3/s] [K] [1/cm3]

[Gale97]327 1.50×10−12 300 1×1016 – 1×1019 FCA

[Neim06]334 (3±1)×10−11 – 1×1016 – 2×1019 FWM

[Jara10]780 (1.2±0.4)×10−12 300 1×1017 – 1×1019 FCA

[Tawa16]632 1.3×10−12 300 4×1014 – 1×1016 TRPL

0.94×10−12 523 4×1014 – 1×1016 TRPL

[Mura21]744 a 5.6×10−12 293 7×1014 TRPL

4.5×10−12 523 7×1014 TRPL

[Tana23a]755 <2×10−12 – 2×1018 – 1×1019 FCA

a includes electron acceptor recombination

measurements for six different temperatures and concluded that the value stayed constant. If one

would, however, ignore the data point at the lowest temperature, a decrease with temperature

could be inferred. Ščajev et al. 275 stated that the radiative recombination coefficient doubles in

the range of 10 – 1000 K, which could also lead to an increase of B. Jarašiūnas et al. 780 proposed

an empirical equation for the temperature dependent coefficient (see Eq. (77)), which shows a

decrease with increasing temperature. For higher confidence in the results further investigations

would be necessary.

B(T ) = 1.1×10−12 cm3/s+T−4 ×1.7×10−4 K4 cm3/s (77)

Tanaka, Nagaya, and Kato 747 noted that for the investigation of excess carrier dependent Auger

coefficients, which will be presented in the sequel, the characterization of B(∆N) is essential and

thus will be one topic of their future research.

6. Auger Recombination

Galeckas et al. 327 conducted in 1997 the first research on Auger coefficients in 4H-SiC and

provided separate values for electrons (Cn) and holes (Cp). Despite this early availability 4H

investigations48,142 still used values based on 6H791 and even353 based on Silicon247,369. Zhao
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TABLE XXI. Auger recombination parameters.

ref. Cn Cp T method ∆N

[cm6/s] [cm6/s] [K] [1/cm3]

[Gale97]327 (5±1)×10−31 (2±1)×10−31 300 FCA 2×1018 – 2×1019

[Griv07]360 2×10−30 – 75 FCA 1×1016

[Scaj10]446 (7±4)×10−31 298 FCA 1×1018 – 3×1018

(0.8±0.2)×10−31 298 FCA 1×1019 – 1×1020

[Scaj13]589 (5±1)×10−31 – FCA 1×1017

[Tawa16]632 1.6×10−30 – 300 TRPL 3×1017 – 7×1018

0.44×10−30 – 523 TRPL 3×1017 – 7×1018

[Tana23]747 a 7.4×10−19 ∆
−0.68
N – FCA 5×1018 – 1×1020

[Tana23a]755 <3×10−31 – FCA 2×1018 – 1×1019

a added measurements by Ščajev et al. 446 to characterization

et al. 167 simply assumed Cn = Cn = 1× 10−28 cm6/s, which is nearly three orders of magnitude

larger than the measured values.

The next fundamental characterization we found after this initial work was conducted one

decade later by Grivickas et al. 360 . From then onward new values were published on shorter

intervals, up to this day (see Table XXI). However, these only proposed combined coefficients or

considered just one charge carrier. For the results presented by Tawara et al. 632 we concluded

from the description of samples and measurement (low injection and highly n-doped material) that

Cn was determined.

The achieved values are in the range of (1 – 11)× 10−31 cm6/s, with the exceptions of Griv-

ickas et al. 360 and Tawara et al. 632 , who derived parameters up to 2× 10−30 cm6/s. A possible

explanation is a dependency on the excess charge carrier density ∆N , which was first discussed by

Ščajev et al. 446 , who denoted C ∝ ∆
−0.3
N . In recent days Tanaka, Nagaya, and Kato 747 achieved

C ∝ ∆
−0.68
N and explained the deviation by deviating estimation methods, differences in the sam-

ples and a ∆N-dependency of the bimolecular coefficient B. Possible is also a doping material

dependency because Murata et al. 744 reported that Auger recombination was not important for an

Aluminum doping concentration of 1× 1019/cm3 but considerable for a Nitrogen doping in the
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TABLE XXII. Parameters for Auger model shown in Eq. (71)

.

ref type A B D H N0 T0

[cm6/s] [cm6/s] [cm6/s] [1/cm3] [K]

[Loph18]448 τn 6.7×10−32 2.45×10−31 −2.2×10−32 3.47 1018 300

τp 7.2×10−32 4.5×10−33 2.63×10−32 8.26 1018 300

[Zhan18]566 τn 5×10−31 2.45×10−31 −2.2×10−32 0 – –

τp 9.9×10−32 4.5×10−33 2.63×10−32 0 – –

mid 1×1018/cm3 range.

The value from Ščajev and Jarašiūnas 589 presented in the table corresponds to the temperature-

independent unscreened phonon-assisted coefficient. The authors combined the decrease of the

Auger coefficient with rising excess carrier concentration, which they attributed to the screening

of the carrier-phonon interaction by free carriers, with a temperature dependency (see Eq. (70))

using the parameters shown in Eq. (78). We found this kind of description only once again in

literature91 but two instances based on the description of Si (see Eq. (71))448,566. The respective

parameters are shown in Table XXII, which we encountered also as default value for Si in some

TCAD simulation suites.

α = 0.45meV/K (78a)

BCE(T ) = 3.5×10−9 T−3/2cm3/s (78b)

aSC = 7.8×1016 K/cm3 (78c)

Dedicated 4H-SiC models and measurements predict a decrease of C with increasing temper-

ature (see Fig. 35), which confirms the prediction that Auger recombination is not significant for

power devices operated at high temperatures Bellone et al. 209 . In contrast, the models that were

developed for Silicon predict an increase of C.

Finally, we combine all contributions to the lifetime into one plot, showing the lifetime over

the excess carrier concentration (see Fig. 36). For the SRH lifetimes we added all measurements

that clearly specified the excess carrier concentrations. In this log-log representation changes

of the bimolecular and Auger coefficients only cause a horizontal shift while the derivative (-1

for bimolecular; -2 for Auger, except for ∆N-dependent models) stays constant. The higher the

value of τSRH the earlier and more pronounced is the impact of the bimolecular recombination. A
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FIG. 35. Temperature dependency of the Auger recombination coefficients Cn and Cp for ∆N = 2.5 ×

1018/cm3.

decrease due to Auger recombination only becomes significant for ∆N > 1018/cm3.

At the moment we are unable to explain the lifetime measurements in regions where bimolec-

ular resp. Auger recombination should be the limiting factors. To explain these deviations we

scaled, wherever possible, the marker size with the reported doping concentration, because ac-

cording to Eq. (55) the lifetime should decrease with increasing doping. However, the data did

not show such a behavior. Exceptional in our opinion is also the ∆N-dependent model of Tanaka,

Nagaya, and Kato 747 that uses C ∝ ∆
−0.68
N because the slope in the log-log plot is equal to the

bimolecular coefficient B. At high concentrations of ∆N the model by Ščajev and Jarašiūnas 589

even predicts a constant Auger contribution.

7. Origin of Parameters

The doping dependency of 4H-SiC is predominantly modeled by the Silicon based values by

Ruff, Mitlehner, and Helbig 369 (see Fig. 37). While some publications are well aware that Silicon

data are used48,66,740 this information seemingly was lost over the years. More recent investiga-

tions that were focused on 4H-SiC were almost never referenced. In regard to the temperature

dependency the most influential publication is the one by Kordina et al. 612 . In total five funda-
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FIG. 36. Charge carrier lifetime considering the contributions of SRH, bimolecular (solid lines) and Auger

(long dashed lines). The overall recombination lifetime τr (dashed line) is shown for three values of A =

(τSRH)
−1, B = 3×10−11 cm3/s334 and C = 5×10−31 cm6/s327 in Eq. (75). The marker size scales with the

doping concentration. We picked an intermediate size if no data were available.

mental investigations on 4H-SiC were referenced in literature.

For bimolecular and Auger recombination the main source in literature is the publication by

Galeckas et al. 327 (see Fig. 38). Additional fundamental investigations446,589,755,780 are referenced

as well. Despite the large amount of references, the coefficients were transferred in almost all cases

truthfully. This is extraordinary when we compare it against other topics investigated within this

review. All the inconsistencies we encountered for charge carrier recombinations are presented in

Section A 5.

IX. INCOMPLETE IONIZATION

To build electronic devices it is indispensable to utilize doping, i.e., to introduce impurity atoms

during or even after the growth process. These so-called dopants add energy levels near the con-
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Doping (Nref,γ)︸ ︷︷ ︸
electron

(Nref,γ)︸ ︷︷ ︸
hole

Ruff, Mitlehner, and Helbig

[Ruff94]369 ( 3×1017 , 0.3 ) ( 3×1017 , 0.3 )

[Shah98]247 ( 3×1017 , 1 ) ( 3×1017 , 1 )

[Lade00]141 ( 3×1017 , 0.3 ) ( 3×1017 , 0.3 )

[Li03]402 ( 3×1017 , 0.3 ) ( – , – )

[Joha16]395 ( 3×1017 , 0.3 ) ( 3×1017 , 0.3 )

[Zhao03]229 ( 3×1017 , 0.3 ) ( – , – )

[Ayal04]48 ( 6×1017 , 0.3 ) ( 3×1017 , 0.3 )

[Bros04]546 ( 3×1017 , 0.3 ) ( 3×1017 , 0.3 )

[Schr06]210 ( 3×1017 , 0.3 ) ( 3×1017 , 0.3 )

[Buon10]740 ( 3×1017 , 0.3 ) ( 3×1017 , 0.3 )

[Zhan10]452 ( 3×1017 , 0.3 ) ( – , – )

[Buon12]66 ( 3×1017 , 0.3 ) ( 3×1017 , 0.3 )

[Usma12]779 ( 3×1017 , 0.3 ) ( 3×1017 , 0.3 )

[Usma14]206 ( 3×1017 , 0.3 ) ( 3×1017 , 0.3 )

[Liu21]450 ( 3×1017 , 1 ) ( 3×1017 , 1 )

[Hata13]144 ( 3×1017 , 0.3 ) ( 3×1017 , 0.3 )

[Das15]353 ( 3×1017 , 0.3 ) ( 3×1017 , 0.3 )

[Arva17]146 ( 3×1017 , 0.3 ) ( 3×1017 , 0.3 )

[Hase17]581 ( 3×1017 , 0.3 ) ( 3×1017 , 0.3 )

[Loph18]448 ( 1×1017 , 0.3 ) ( 1×1017 , 0.3 )

[Zhan18]566 ( 3×1017 , 0.3 ) ( 3×1017 , 0.3 )

[Kaka20]792 ( 3×1017 , 0.3 ) ( 3×1017 , 0.3 )

[Koya20]773 ( 3×1017 , 0.3 ) ( 3×1017 , 0.3 )

Bakowski, Gustafsson, and Lindefelt

[Bako97]139 ( – , – ) ( – , – )

[Zegh19]404 ( 5×1016 , 1 ) ( 5×1016 , 1 )

[Zegh20]405 ( 5×1016 , 1 ) ( 5×1016 , 1 )

Nallet et al.

[Nall99]439 ( 1×1016 , 1 ) ( 1×1016 , 1 )

[Cha08]440 ( 1×1016 , 1 ) ( 1×1016 , 1 )

Donnarumma, Palankovski, and Selberherr

[Donn12]394 ( M , M ) ( M , M )

[Megh15]390 ( 2×1018 , 1.9 ) ( 2×1018 , 1.9 )

Lechner

[Lech21]142 ( 7×1016 , 1 ) ( 7×1016 , 1 )

[Rao22]203 ( 7×1016 , 1 ) ( 7×1016 , 1 )

Temperature ( αn , αp , α , T0 ) ( Eact , C )

Schenk

[Sche92]727 ( – , – , −1.5 , 300 ) ( – , – )

[Kaka20]792 ( −1.5 , −1.5 , – , 300 ) ( – , – )

Kordina et al.

[Kord96]612 ( – , 1.72 , – , 300 ) ( – , – )

[Li03]402 ( 1.72 , – , – , – ) ( – , – )

[Pezz13]207 ( 1.72 , 1.72 , – , 300 ) ( – , – )

[Zegh20]405 ( – , – , – , 300 ) ( – , – )

[Joha16]395 ( 1.72 , 1.72 , – , 300 ) ( – , – )

[Zegh19]404 ( – , – , – , 300 ) ( – , – )

[Zhao03]229 ( 1.72 , – , – , 300 ) ( – , – )

[Das15]353 ( 1.72 , 1.72 , – , 300 ) ( – , – )

[Cha08]440 ( 1.7 , 1.7 , – , 300 ) ( – , – )

[Buon10]740 ( 1.72 , 1.72 , – , – ) ( – , – )

[Zhan10]452 ( 1.72 , – , – , 300 ) ( – , – )

[Joha16]395 ( 1.72 , 1.72 , – , 300 ) ( – , – )

[Buon12]66 ( 1.72 , 1.72 , – , – ) ( – , – )

[Usma12]779 ( 1.72 , 1.72 , – , 300 ) ( – , – )

[Bell14]547 ( 1.72 , 1.72 , – , 300 ) ( – , – )

[Zhan18]566 ( 1.72 , 1.72 , – , 300 ) ( – , 2.55 )

[Liu21]450 ( 1.72 , 1.72 , – , 300 ) ( – , – )

Nallet et al.

[Nall99]439 ( – , – , – , 300 ) ( – , 2.55 )

[Zhan18]566 ( 1.72 , 1.72 , – , 300 ) ( – , 2.55 )

[Lech21]142 ( – , – , – , 300 ) ( – , 2.55 )

Balachandran, Chow, and Agarwal

[Bala05]362 ( 5 , – , – , 300 ) ( – , – )

[Nawa10]363 ( 5 , 5 , – , 300 ) ( – , – )

[Usma14]206 ( 5 , 5 , – , 300 ) ( – , – )

Ivanov et al.

[Ivan06a]722 ( – , – , – , – ) ( 0.105 , – )

[Tama08]728 ( – , – , – , – ) ( 0.105 , – )

[Tama08a]324 ( – , – , – , – ) ( 0.105 , – )

[Kimo14a]43 ( – , – , – , – ) ( 0.105 , – )

Donnarumma, Palankovski, and Selberherr

[Donn12]394 ( – , – , – , – ) ( – , – )

[Megh15]390 ( 1.72 , 1.72 , – , 300 ) ( – , – )

Di Benedetto et al.

[Dibe14]453 ( 2.15 , – , – , 300 ) ( – , – )

[Dibe24]447 ( 2.15 , – , – , 300 ) ( – , – )

FIG. 37. Reference chain for doping and temperature dependency of the SRH lifetime. are fundamental

investigations, research not focused on 4H and connections predicted from the used values.

duction (n-type doping) respectively valence band (p-type doping) such that free charge carrier are

already available at moderate temperatures. Unintentional impurities, often referred to as traps or

defect (centers), distinguish from dopants mainly due to their generally higher ionization energy,

but their description in TCAD tools is similar. Consequently, the boundary between traps and

dopants is continuous.

We found several overviews on the most common doping elements and their respective activa-

tion energies in 4H-SiC6,7,20,21,28,30–32,114,128,130,131,179,182,228,340,399,415,425,449,656. In addition, ab

initio calculations by Miyata, Higashiguchi, and Hayafuji 796 identified Arsenic797, Gallium798 or

Antimony as fitting based on their energy level. Krieger et al. 799 investigated group IV elements,

Feng and Zhao 20 , Huang et al. 668 focused on Tantalum and Chromium and Dalibor et al. 655 , Dal-

ibor and Schulz 656 on Vanadium. The activation rates800 or the impact of hydrogen667 prevented

so far the deployment of these dopants.
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Bimolecular ( B )

Galeckas et al.

[Gale97]327 ( 1.50×10−12 )

[Gale98]785 ( 1.50×10−12 )

[Gale99a]608 ( 1.50×10−12 )

[Levi01]21 ( 1.50×10−12 )

[Alba10]218 ( 1.50×10−12 )

[Haya11]587 ( 1.50×10−12 )

[Kaji15]623 ( 1.50×10−12 )

[Joha19]417 ( 1.50×10−12 )

[Kimo16]783 ( 1.50×10−12 )

[Kimo18]559 ( 1.50×10−12 )

[Asad21]793 ( 1.50×10−12 )

[Ioff23]36 ( 1.50×10−12 )

Galeckas, Linnros, and Breitholtz

[Gale99]794 ( – )

[Levi01a]775 ( 1×10−12 )

[Levi01b]29 ( 1×10−12 )

Jarašiūnas et al.

[Jara10]780 ( (1.2±0.4)×10−12 )

[Scaj10]446 ( (1.2±0.2)×10−12 )

[Liau15]714 ( 1×10−12 )

[Gao22a]91 ( 1×10−12 )

[Tana23]747 ( 1×10−12 )

Ščajev and Jarašiūnas

[Scaj13]589 ( (1 – 3)×10−14 )

[Kato20]731 ( 2×10−14 )

[Naga20]593 ( 2×10−14 )

Tanaka and Kato

[Tana23a]755 ( <2×10−12 )

[Tana24]424 ( 2×10−12 )

Auger ( Cn , Cp , C , T )

Ruff, Mitlehner, and Helbig

[Ruff94]369 ( 2.80×10−31 , 9.90×10−32 , – , – )

[Das15]353 ( 5×10−31 , 9.90×10−32 , – , – )

Galeckas et al.

[Gale97]327 ( (5±1)×10−31 , (2±1)×10−31 , (7±1)×10−31 , 300 )

[Gale98]785 ( (5±1)×10−31 , – , (7±1)×10−31 , 300 )

[Bion12]330 ( 7×10−31 , 7×10−31 , – , – )

[Das15]353 ( 5×10−31 , 9.90×10−32 , – , – )

[Gale99a]608 ( – , – , 7×10−31 , – )

[Levi01]21 ( 5×10−31 , 2×10−31 , 7×10−31 , – )

[Lee02]242 ( 5×10−31 , 2×10−31 , – , – )

[Neim06]334 ( 5×10−31 , 2×10−31 , 7×10−31 , – )

[Pezz08]134 ( 5×10−31 , 2×10−31 , – , – )

[Alba10]218 ( 5×10−31 , 2×10−31 , – , – )

[Nawa10]363 ( 5×10−31 , 2×10−31 , – , – )

[Habi11]351 ( 5×10−31 , 2×10−31 , – , – )

[Haya11]587 ( 5×10−31 , 2×10−31 , – , – )

[Buon12]66 ( 5×10−31 , 2×10−31 , – , – )

[Khal12]386 ( 7×10−31 , 7×10−31 , – , – )

[Pezz13]207 ( 5×10−31 , 2×10−31 , – , – )

[Bell14]547 ( 5×10−31 , 2×10−31 , – , – )

[Usma14]206 ( 5×10−32 , 2×10−32 , – , – )

[Kaji15]623 ( 5×10−31 , 2×10−31 , – , – )

[Joha19]417 ( 5×10−31 , 2×10−31 , – , – )

[Kimo16]783 ( 5×10−31 , 2×10−31 , – , – )

[Arva17]146 ( 5×10−31 , 2×10−31 , – , – )

[Kimo18]559 ( 5×10−31 , 2×10−31 , – , – )

[Chou21]147 ( 5×10−31 , 2×10−31 , – , – )

[Megh18a]403 ( 5×10−31 , 2×10−31 , – , – )

[Zegh19]404 ( 5×10−31 , 2×10−31 , – , – )

[Tian20]16 ( 5×10−31 , 2×10−31 , – , – )

[Zegh20]405 ( 5×1031 , 2×10−31 , – , – )

[Asad21]793 ( 5×10−31 , 2×10−31 , – , – )

[Mura21]744 ( 5×10−31 , 2×10−31 , – , – )

[Gao22a]91 ( – , – , 7×10−31 , – )

[Ioff23]36 ( 5×10−31 , 2×10−31 , 7×10−31 , – )

Ramungul et al.

[Ramu98]791 ( – , – , (2.5 – 3.5)×10−29 , – )

[Ayal04]48 ( 3×10−29 , 3×10−29 , – , – )

[Lech21]142 ( 3×10−29 , 3×10−29 , – , – )

Galeckas, Linnros, and Breitholtz

[Gale99]794 ( – , – , – , – )

[Levi01a]775 ( – , – , 7×10−31 , – )

[Levi01b]29 ( – , – , 7×10−31 , – )

[Udal07]723 ( – , – , – , – )

Ščajev et al.

[Scaj10]446 ( – , – , M , 298 )

[Liau15]714 ( – , – , 5×10−31 , – )

[Nipo16a]795 ( – , – , – , – )

Ščajev and Jarašiūnas

[Scaj13]589 ( – , – , (5±1)×10−31 , – )

[Kato20]731 ( – , – , 5×10−31 , – )

[Naga20]593 ( – , – , 5×10−31 , – )

Tanaka and Kato

[Tana23a]755 ( – , – , <3×10−31 , – )

[Tana24]424 ( – , – , 3×10−31 , – )

FIG. 38. Reference chain for bimolecular and Auger charge carrier recombination. are fundamental

investigations, research not focused on 4H and connections predicted from the used values.

Due to the wide band gap of 4H-SiC the difference between the doping energy level and the

conduction resp. valence band, i.e., the dopant activation energy, is large compared to the thermal

energy. Consequently, the often used assumption of full ionization is not applicable. Quite the

opposite: incomplete ionization has to be considered to accurately predict the amount of free

charge carriers and, thus, a realistic conductivity801,802. Scaburri 33 and Schöner 34 provided an

overview of various physics-based models to describe incomplete ionization.

In this section we will review measurements, models and TCAD parameters used to described

the amount of ionized dopants and their respective ionization energies depending on temperature

and doping concentration. We focus on the four most common doping species in 4H-SiC33,218,803:

Aluminum and Boron for p-type resp. Nitrogen and Phosphorous for n-type doping. We limit
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ourselves to simple models that use a single energy level per lattice site (cubic or hexagonal; cp.

Section III), because elaborate descriptions310 would be necessary to cover changes due to the

binding type or the dopant location198,427,678,692,802.

Our review revealed that Aluminum and Nitrogen were primarily investigated in the past, while

Boron and Phosphorous received less attention. The energy levels introduced by donors are “shal-

lower” (less activation energy) than those by acceptors. For the latter we found even deeper energy

levels that accompany the doping process and that were occasionally considered the activation en-

ergy. For Nitrogen further measurements at high doping densities are required to fit the available

doping dependency models.

A. Introduction

The amount of ionized donors (N+
D ) and acceptors (N−

A ) can be determined by the Fermi-Dirac

distribution236,351,414,415,804, also known as steady-state Gibbs distribution802 (see Eq. (79)). NA

resp. ND are the active acceptor resp. donor concentrations, EA resp. ED the acceptor resp. donor

energy levels and EF,n resp. EF,p the electron resp. hole Fermi levels.

N+
D =

ND

1+gD exp
(

EF,n−ED
kBT

)
N−

A =
NA

1+gA exp
(

EA−EF,p
kBT

) (79)

gD resp. gA denote the degeneracy of the energy levels270, which was also modeled as GA(T )

and GD(T )7,8,10,33,118,683,805 by adding a temperature dependency. The latter was based on the

ionization energy or the energy separation of excited states using varying models, whereat TCAD

tools provide at the moment sole the scaling shown in Eq. (80), with ∆ED = EC−ED resp. ∆EA =

EA−EV the ionization energies of donors and acceptors relative to the conduction (EC) and valence

band (EV). Since the degeneracy factor is still the only parameter here we are not going to discuss

this temperature dependency any further.

GA,D(T ) = gA,D exp
(

∆EA,D

kBT

)
(80)

If solely the Boltzmann statistics are considered, Eq. (79) can be simplified to the expression

shown in Eq. (81)33,48,66,144,182 with NC resp. NV the effective density of states in the conduction
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resp. valence band (see Section V). This representation is often preferred in TCAD simulation

tools, because these commonly operate on charge carrier concentrations.

N+
D =

ND

1+gD
n
n1

, n1 = NC exp
(
−∆ED

kBT

)
N−

A =
NA

1+gA
p
p1

, p1 = NV exp
(
−∆EA

kBT

) (81)

The carrier concentration can be eliminated completely by using the neutrality equation33

shown in Eq. (82) .

N+
D (EF)+ p(EF) = N−

A (EF)+n(EF) (82)

If we assume a highly donor doped material (p(EF) can be neglected) and no compensation

(N−
A (EF) = 0) the expression for N+

D in Eq. (81) can be inserted into Eq. (82) resulting in a

quadratic equation whose solution is shown in Eq. (83)218,242,246,369,404,405,700. For a highly accep-

tor doped material an according expression is achieved. The calculations of Scaburri 33 interfered

with our analyses, because the author presented on page 22 an expression for n that (i) is not

required for the calculation and that (ii) we did not find in the cited publication270. We solely

achieved the shown result when we calculated 1/n and used in one occasion the wrong parameter.

N+
D = ND

−1+
√

1+4gD
ND
NC

exp
(

∆ED
kBT

)
2gD

ND
NC

exp
(

∆ED
kBT

) (83)

The ionization energy of a dopant is not constant but can vary due to band gap narrowing

effects, which we discussed in Section VI, and a doping dependency. The latter will be discussed

in the sequel.

1. Doping Dependency

The changing potential energy of charge carriers in the vicinity of ionized atoms, which effec-

tively shielding them806, was provided as explanation for the doping dependency of the ionization

energy. The Pearson-Bardeen806 expression shown in Eq. (84) models the decrease of ∆E.

∆E(N) = ∆E0 −α N1/3 (84)

Schöner 34 proposed a more physics based approach shown in Eq. (85) with f being a dimension-

less factor that denotes the interaction strength with ionized acceptors and donors. Several other
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approaches to model the decrease of the ionization energy, e.g., due to interactions with a neigh-

boring ionized dopant of the same kind, a local potential variation due to interaction with charged

donors and acceptors807 and an extension of the latter in regard to the temperature dependency808,

were also discussed33,34,809. These were, however, not applied to 4H-SiC in the literature and are

thus not considered in this review.

∆E(N) = ∆E0 − f
q2

4πεsε0
N1/3 (85)

We found some disagreement on what kind of dopants should be used for parameter N in

Eq. (84). We found the sum of donors and acceptors NA +ND
66,144, the respective doping con-

centration (NA or ND)119,133,672,683,810,811 and the ionized dopants70. Kajikawa 812 argued that the

compensating dopant concentration NK, i.e., donors for the acceptor levels and vice versa, have the

bigger impact and should be used instead of the overall donor and acceptor concentrations. This is

supported by Scaburri 33 who used N = ND −NK and approaches that proposed to include NK into

the factor α33,813,814.

Altermatt, Schenk, and Heiser 815 , Altermatt et al. 816 proposed the logistic equation shown

in Eq. (86) as an alternative to Eq. (84). For N = NE, which denotes a reference concentration,

the ionization energy dropped to half its initial value ∆E0. Darmody and Goldsman 197 argued that

with Eq. (84) it is possible to shift the dopant level into the conduction/valence band and thus ionize

all dopants immediately, which is neither physically reasonable nor possible with Eq. (86). Despite

these arguments, the described approach has not yet found its way into the major simulation tools.

∆E(N) =
∆E0

1+(N/NE)c (86)

Dopants have differing ionization energies depending on whether they are located in a hexag-

onal or a cubic lattice site95 (see Section III). Consequently Eq. (81) has to be adapted to the

expression shown in Eq. (87)144,797 with ∆EDc and ∆EDh the cubic resp. hexagonal ionization

energies for donors and ∆EAc and ∆EAh for acceptors.

N+
D =

1
2ND

1+gD
p

NC

(
∆EDh
kBT

) +
1
2ND

1+gD
p

NC

(
∆EDc
kBT

)
N−

A =
1
2NA

1+gA
p

NV

(
∆EAh
kBT

) +
1
2NA

1+gA
p

NV

(
∆EAc
kBT

) (87)

The factors 1/2 denote that both lattice sites are equally probable48. In TCAD simulations it is

often the case that these separate values are merged to an effective energy level, ending up once
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again in a description as shown in Eq. (81)66,139,220,369,449. Lades 141 and Ayalew et al. 642 reported

on the consequences of such simplifications.

2. Capture Cross Sections

For more accurate approximation of dynamic processes around the dopant, i.e., (de)trapping

of charge carriers, the electron and hole cross sections are required (see Section VIII). The larger

the cross section the easier a charge carrier can transition to the dopant energy level. We found

multiple descriptions in literature that differ in their temperature scaling597. The multi-phonon cap-

ture model is independent of temperature34,817–819 and the cascade capture model, which Kaindl

et al. 820 credited a better fit, is proportional to T−2 34,331,821,822 (also [78Aba] in Schöner 34).

Kuznetsov and Zubrilov 321 used a scaling with T−3. In TCAD tools deviating subsets of these

models are supported.

3. Methods

The most commonly method to determine the ionization energy of dopants in literature is to fit

the neutrality equation, i.e., for p-type doping shown in Eq. (88), to Hall measurements of the con-

ductivity or charge carrier concentration for varying temperature133,271,454,650,670,673,674,812,823–825

8,10,118–120,301,314,331,335,482,678,680,684,688,690,697,699,700,798,811,826–836. Due to the anisotropy of the

Hall effect it is possible to achieve direction dependent ionization energies8.

p+NK =
NA

1+ gA p
NV

exp
(

∆EA
kBT

) (88)

Other electrical measurement methods include the fitting to the activation ratio of Hall mea-

surements837, free carrier concentration spectroscopy (FCCS)672,683,838, (thermal)371,839–841 ad-

mittance spectroscopy (AS)8,10,201,331,674,798,811,820, electron spin resonance (ESR)842, deep level

transient spectroscopy (DLTS)8,321,703,843, thermally stimulated current (TSC)458,685 and minority

carrier transient spectroscopy (MCTS)703, which are often combined with Hall measurements for

more accurate results. Troffer 10 noted that DLTS is more sensitive but admittance spectroscopy

allows to depict time constants below 1 µs.

These electrical methods are complemented by optical ones, e.g., (fourier transform infrared)

photothermal ionization spectroscopy (PTIS)328, donor-acceptor pair (DAP) luminescence13,95,110,436,
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free to acceptor (FTA) spectroscopy95, infrared absorption (IA)271, photoluminescence (PL)418,444,455,674,696,

time-resolved spectroscopy (TRS)455 or delay measurements (DM)455. In these cases electrons are

empowered and the resulting photon emission is recorded. The latter can be caused by transitions

among dopants (traps) or between dopants (traps) and the conduction/valence band8. Differ-

ent methods lead to slightly deviating results, even when applied to the same device271. Also

possible are calculations, e.g., Faulkner model (FM) calculations111, density functional theory

(DFT)291,796, effective mass approximation (EMA)295, first principles calculations (FPC)198,667,668

or ab initio supercell calculations (AISC)844. Finally, some authors defined a value range based on

measurements in literature48,141,218, calculated an average value682, fitted to existing data142,144,197

or to the upper concentration limit of a dopant (UCLF)810.

B. Results & Discussion

In the sequel we are going to present measurements and models for the ionization energies

∆ED resp. ∆EA. To depict reported measurement results we occasionally dropped uncertainties

and replaced the sometimes stated free exciton binding energy Ex by 20 meV (see Section VI). We

had to discard publications that described the samples solely as “high purity” or “unintentional

doped”418,444,454,696 and the data by Laube et al. 845 , which were superseded by a publication of

the same authors678. We mark results for the hexagonal lattice site by a trailing h and result for the

cubic one by a trailing c. In the literature the latter is often denoted by the letter “k”, which, most

probably, corresponds to the german word “kubisch” for cubic. In fact, some of the literature is

written in german8,10, posing a considerable barrier for the international community.

In the theoretical analysis of the previous section we showed that the incomplete ionization is

dominated by two parameters: the degeneracy factor and the ionization energy. For the former

commonly the values gA = 4 (spin up and spin down plus two valence bands) and gD = 2 (spin up

and down)8,16,34,48,66,139,141,142,144,203,209,236,325,351,386,402,404,405,448–450,452,482,690,801,804,846 were

used. We also found gD = 610, a spin degeneracy of gD = 4 for Phosphorous33,845, gA = gD =

3362,363, gA = 2484, gA = gD = 2847 and gk = 6 resp. gh = 2 for the cubic resp. hexagonal site of

Nitrogen314.

Many fundamental studies and measurements of incomplete ionization were published over

more than five decades. The acquired data do not converge on single values but shows deviations

of up to ±20 %. This spread did not improve with high-quality samples: Even as we limited our
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analysis to the last two decades we achieved the same spread. The fact that values for hexagonal

and cubic lattice sites are often used without appropriate notation adds to this uncertainty a leads

to confusions and errors. These are most striking for Boron, where the deep level is approximately

twice the shallow one.

1. Ionization Energy of Al

For Aluminum we found measurements and models in a time span of almost three decades

(see Fig. 39), which qualitatively agree on a value of (225± 25)meV at low doping. This value

is almost tenfold the thermal voltage at room temperature (kB × 300K = 26meV). Most models

show a noticeable change in the energy level for doping concentrations bigger than 1018/cm3.

Eq. (84) was almost exclusively used to approximate the measurements. Achatz et al. 810 a crit-

ical aluminum concentration of 8.7×1020/cm3 for the doping-induced metal-insulator transition

to set ∆EA = 0 (Kimoto and Cooper 43 predicted for the solubility limit 1×1021/cm3). In contrast

Darmody and Goldsman 197 used the logistic equation in Eq. (86) that shows a slower decrease of

∆EA below 100 meV. Aluminum is the only material where we encountered this model with the

parameters shown in Eq. (89).

∆E0 = 214.86meV , NE = 8.12×1019/cm3 , c = 0.632 (89)

To properly describe the measurements of low-doped and compensated devices a second en-

ergy level denoted with letter d in the figure is required119. The origin of this deep level is still

discussed in literature: Matsuura et al. 683,838 were not able to provide any explanation, Weiße

et al. 811 suspected excited states of the aluminum ground state and Pernot, Contreras, and Camas-

sel 119 , Smith, Evwaraye, and Mitchel 839 described them as the cubic lattice site, which contra-

dicts, however, several other investigations119,436,839. Although Smith, Evwaraye, and Mitchel 839

stated that for higher concentrations only the hexagonal site is measured we show the data as they

were published. An exception are the values by Saks et al. 831: The authors did not specify the

lattice site but Pernot, Contreras, and Camassel 119 later denoted them as cubic.

The values of ∆E0 for the fittings according to Eq. (84) are within (220± 20)meV, with the

exception of Schöner 34 and Koizumi, Suda, and Kimoto 120 , who proposed slightly higher values

(see Table XXIII). For α the values agree upon (3.2±1.7)×10−5 meVcm. This is confirmed by

a statistical analysis (see Fig. 40), which reveals that 75 % of all proposed values for α are below
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[Wagn02]835 [Ivan03]110 [Mats03]838 [Pens03]335 [Kasa04]673 [Mats04]683 [Saks04]832

[Schm04]690 [Pern05]119 [Ober07]827 [Acha08]810 [Ramb08]813 [Koiz09]120 [Belj10]841

[Mand12]458 [Ji13]837 [Nipo13]826 [Pari13]688 [Kawa15]840 [Asad16]823 [Cont16]824

[Arvi17]133 [Weis18]811 [Kaji21]812

[Scho94]34 [Mats04]683 d [Mats04]683 [Pern05]119 [Acha08]810 [Koiz09]120 [Buon12]66

[Arvi17]133 [Weis18]811 [Darm19]197

(86)

[Kaji21]812 [Lech21]142

FIG. 39. Ionization energy of Aluminum. Marks refer to measurements and lines to fittings. The letter d

after the reference indicates a deep level whose origin is still discussed (see text).

3.2×10−5 meVcm.

2. Ionization Energy of B

We found only a few measurements for Boron in the range of 285 – 332 meV that date back

to the last millennium (see Fig. 41). We suspect the main cause in the deep D-center10,197,198,848

that comes with a Boron doping. It introduces an efficient recombination center with an ionization

energy of 495 – 630 meV 10,13,95,321,331,703. Deák et al. 849 calculated that the shallower Boron level

corresponds to a hydrogen assisted incorporation at the Silicon site while the deeper is located at

a carbon vacancy850. The lack of hydrogen during an implantation leads to more deep levels but

in chemical vapor deposition (CVD) growth more shallow ones are observed. Nevertheless, in

certain publications13,36,95,123,340,416,418,661 and simulation tools the D-center serves as the Boron
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TABLE XXIII. Changing ionization energy of acceptors with doping (Eq. (84)). Column N denotes the

interpretation of factor N: active dopants (dop), all dopants (tot), compensating ones (comp) or simply a

fitting (fit). The site denotes besides hexagonal and cubic also a combined effective energy level (eff) and

the deep level for Aluminum (deep).

ref. method N site ∆E α

[meV] [meVcm]

Acceptor

[Tama08a]324 – dop – 191 3×10−5

Aluminum

[Scho94]34 Hall dop – 241.6±4.8 2.35×10−5

[Mats04]683 FCCS dop – 220 1.9×10−5

deep 413 2.07×10−4

[Pern05]119 Hall dop – 205 1.7×10−5

[Acha08]810 UCLF dop – 220 2.32×10−5

[Koiz09]120 Hall dop – 265 3.6×10−5

[Buon12]66 – tot eff 210 3.1×10−5

[Arvi17]133 Hall dop – 230±10 (2.8±0.3)×10−5

[Weis18]811 Hall AS dop – 210 3×10−5

[Kaji21]812 HC comp – 220 4.7×10−5

[Lech21]142 FIT tot – 230 1.8×10−5

Boron

[Lech21]142 FIT tot – 345 3.1×10−5

t.w. FIT fit – 311 1.41×10−5

ionization energy.

Due to the fact that only a single fitting according to Eq. (84) was available for Boron142 we

used all the available data to generate an additional one (t.w.). Both fittings show a decrease of

the ionization energies for NA > 1017/cm3 and a solubility limit at or above 1020/cm3. This is in

contradiction to the value of 2×1019/cm3 reported by Kimoto and Cooper 43 .
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FIG. 40. Statistical analysis of Aluminum doping dependency models. Shown are the 0th, 25th, 50th, 75th

and 100th quartile. The mean value is added in numerical form.
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FIG. 41. Ionization energy of Boron. We added a fitting to all available data points (t.w.).

3. Ionization Energy of N

For the n-type donor Nitrogen almost all publications distinguish between cubic and hexagonal

site (see Fig. 42), but one can observe a discrepancy in the data, especially towards higher doping

concentrations. Due to the high solubility limit (1× 1019/cm3 for annealing at 1700 K, up to

3×1020/cm3 for annealing at 2500 K68,123,425,436,850, 2×1021/cm3 43) these results might still be

realistic, but further investigations at doping concentrations beyond 1019/cm3 would be required.

The measurements still show that the ionization energy of the cubic lattice site lies within a

range of 80 – 130 meV, which is bigger than the energy for the hexagonal lattice site in a range of

30 – 80 meV at low to moderate doping concentrations. Gorban et al. 851 used this circumstance

to predict EDc based on EDh = 66meV95.
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FIG. 42. Ionization energy of Nitrogen. Dashed lines represent the maximum value of α for Schöner 34 .

For Nitrogen only fittings according to Eq. (84) are available. Kagamihara et al. 672 provided

a fitting for both hexagonal and cubic lattice site, which were combined by Hatakeyama, Fukuda,

and Okumura 144 to an effective ionization energy model. Buono 66 also proposed an effective level

but the respective values are surprisingly low. This can be explained by the selection of ∆E0 =

65meV, which was determined by Bakowski, Gustafsson, and Lindefelt 139 based on the values

from Götz et al. 271 . The latter extracted this ionization level value for a doping concentration of

1×1017/cm3 resp. 1×1018/cm3, where a deviation from the low-doping levels has to be expected

(cp. Fig. 42). In Eq. (84), however, ∆E0 denotes the ionization energy at zero doping causing the

predicted values to be too low.

The detailed model parameters are shown in Table XXIV. Schöner 34 conducted multiple fit-

tings using different models, whose ionization energies were all within 53.3±10.5 for the hexag-

onal and 99.6±8.3 for the cubic lattice sites. One approximation used Eq. (85) with εs = 9.8 and

f = 1.12±0.88 for cubic lattice sites and f = 0.96±0.70 for hexagonal ones. The values for α
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TABLE XXIV. Changing ionization energy of donors with doping (Eq. (84)). Column N denotes the inter-

pretation of factor N: active dopants (dop), all dopants (tot), compensating ones (comp) or simply a fitting

(fit). The site denotes besides hexagonal and cubic also a combined effective energy level (eff).

ref. method N site ∆E α

[meV] [meVcm]

Donor

[Tama08a]324 – dop – 66 1.9×10−5

Nitrogen

[Scho94]34 Hall dop hex 53.3±10.5 (1.65±1.29)×10−5

cubic 99.6±8.3 (1.41±1.03)×10−5

[Kaga04]672 FCCS dop hex 70.9 3.38×10−5

cubic 123.7 4.65×10−5

[Buon12]66 – tot eff 65 3.1×10−5

[Hata13]144 FIT tot eff 105 4.26×10−5

[Lech21]142 FIT tot – 52.5 3.38×10−5

Phosphorous

t.w. FIT fit hex 57 9.54×10−6

cubic 113 1.26×10−5

deviate by up to a factor of three, resulting in shallower and steeper approximations (cp. Fig. 42).

Compared to Aluminum the values of α are higher, indicating a more rapid decline with increasing

doping concentration.

4. Ionization Energy of P

Compared to Nitrogen a less measurements are available for Phosphorous (see Fig. 43), all

roughly two decades old. Again, hexagonal and cubic lattice site were always distinguished,

but this time the values are much more concise. The cubic lattice site showed again the higher

values around (100±20)meV while the hexagonal ionization energy was determined within (55±

5)meV. These values are by a factor two to six smaller than the energies we found for the p-type

doping. Consequently, more free electrons can be expected for an equivalent n-type doping.

Due to the lack of fittings according to Eq. (84) we used the available data to generate one
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FIG. 43. Ionization energy of Phosphorous.

ourselves. For the cubic site we excluded the results by Wang, Bhat, and Chow 836 as the mea-

sured values had to be considered outlies in respect to the remaining data. The achieved models

agree quite well with the solubility limits we found in literature. (6× 1018/cm3 for annealing at

1700 K, up to 2×1020/cm3 for annealing at 2500 K68,123,425,436,850, 1×1021/cm3 43). The exact

parameters are shown in Table XXIV.

5. Capture Cross Sections

For 4H-SiC various models with varying temperature dependencies were published at the end

of the last century (see Table XXV). Since then we only found data for Aluminum, whereat for

n-type doping only one investigation Kaindl et al. 820 could be acquired.

The ionization energy in column ∆E shows large variations, even among the same temperature

dependency models. This is also the case for the cross section σ , which refers to the charge carrier

in the energetically closer band (conduction or valence) because the interaction with the other band

is significantly lower10,820. Differences of more than five orders of magnitude were encountered.

6. Values in Literature

Ionization energies collected from overviews or TCAD simulations (see Fig. 44) show a wide

range of values for each dopant. These are, however, well within the boundaries of the fundamental
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TABLE XXV. Dopants and their respective cross sections with the charge carriers in the energetically closer

band (conduction or valence). Different temperature dependencies are indicated in the column T α .

ref. method site T α ∆E σ

[meV] [cm2]

Nitrogen

[Kain99]820 AS cubic T 0 77 7.92×10−15

T−2 90 3.57×10−10

Aluminum

[Kuzn95]321 DLTS T−3 229 8×10−13

[Scha97]8 Hall AS DLTS T 0 164 – 179 (2.2 – 7.6)×10−13

T−2 189 – 202 (1.7 – 5.6)×10−12

[Kain99]820 AS T 0 189 2.58×10−13

T−2 208 2.57×10−8

[Resh05]201 AS T 0 185 1×10−14

T−2 210 1×10−13

[Belj10]841 AS T 0 200 1×10−12

[Mand12]458 TSC T 0 220 1×10−16

[Kawa15]840 AS T 0 190 1.4×10−13

[Kato22]843 DLTS T 0 120 – 170 (1 – 100)×10−17

Boron

[Srid98a]331 Hall AS T 0 259 – 262 –

T−2 284 – 295 –

[Trof98]10 Hall AS T 0 292 6×10−15

T−2 314 5×10−14

[Kain99]820 AS T 0 312 2.1×10−14

T−2 375 9.69×10−9

[Zhan03]703 DLTS MCTS T 0 230 – 280 (2 – 30)×10−14
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investigations we identified. An exception are the values of the D-center for Boron, that was

specified in eleven publications as the ionization energy. Interestingly, we were unable to identify

clear favorites for each dopant. Instead, several values are utilized equally often. Only for Al the

value ∆EA = 191meV has a slight edge.

In some cases the dopant was not clearly specified: Instead only the acceptor and donor energy

levels were stated (see Fig. 45). While the acceptor values clearly correspond to Aluminum the

n-type values could belong to both Nitrogen and Phosphorous.

7. Origin of Values

Due to missing references it is often impossible to retrace where and how the used ioniza-

tion energies were determined. Nevertheless, we tried to create reference chains for n-type (see

Fig. 46) and p-type (see Fig. 47) doping and inferred missing connections based on the used val-

ues. On the bright sight, we rarely encountered 6H values318,669, although they seem to match 4H

ones146,448,802.

The ionization energy for Nitrogen was often referenced from the publications by Ikeda, Mat-

sunami, and Tanaka 95 , Götz et al. 271 and Ivanov, Henry, and Janzén 436 while the energy for

Phosphorous goes regularly back to the investigations by Capano et al. 650 and Ivanov, Henry, and

Janzén 436 . The latter reported EDc = 60.7meV and EDh = (120±20)meV, i.e., EDc < EDh, which

contradicts every other measurement we found. In fact, all papers43,228,803,809 that referenced

Ivanov, Henry, and Janzén 436 changed the values to EDh = 60.7meV and EDc = (120±20)meV

so we assumed a typographical issue in the paper.

Twelve fundamental investigations were referenced for n-type ionization energies, which is a

lot more compared to other topics we studied in this review. The concrete values were, in general,

transferred correctly, but in some cases the information regarding cubic or hexagonal lattice site

was dropped. Ikeda, Matsunami, and Tanaka 95 , Troffer et al. 700 , Lades 141 , Ivanov, Henry, and

Janzén 436 and Koizumi, Suda, and Kimoto 120 represent the main sources for the ionization ener-

gies of Aluminum and Boron, whereat overall thirteen different fundamental investigations were

at least once referenced.

For the parameters to model the doping dependency according to Eq. (84) we only found two (n-

type) respectively three (p-type) fundamental investigations that were referenced (see Fig. 48). An

unfortunate typographical error occurred in Song et al. 325 , who changed the acceptor ionization
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FIG. 44. Energy levels for each investigated dopant. are fundamental investigations and research

not focused on 4H. h, c and e denote hexagonal, cubic and effective lattice sites respectively.
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FIG. 45. Energy levels used in literature for acceptors and donors without specification of dopant.

energy from 191 meV324 to 19 meV. In terms of charge carrier densities this results in a huge

difference. The incorrect value was later referenced by Khalid, Riaz, and Naseem 386 , which

shows the importance of referencing the original research results. A comprehensive listing of all

inconsistencies for incomplete ionization can be found in Section A 6.

X. MOBILITY

Charge carrier mobilities (µn for electrons; µp for holes) of a material determine its conductivity

σ (see Eq. (90); n and p are the free electron/hole concentrations), which influences all transient

processes. Surfaces, inversion channels in MOS structures and the bulk142 may have different

mobilities, whereat we will investigate in this review solely the latter. We, thereby, extend the

analysis of measurements by Darmody and Goldsman 197 and the summaries of mobility models

published by Neila Inglesias 22 , Stefanakis and Zekentes 15 and Tian et al. 16 .

σ = e(nµn + pµp) (90)

Overall, our analyses reveal many investigations targeted toward the mobility. The change with

doping concentration is well covered, however, for holes a large spread of values is apparent.

More problematic is the temperature dependency, because only few models predict a decrease of

the mobility at low temperatures, as observed in measurements. A better agreement is visible in

the high-field regime, but only few values of the hole saturation velocity exist. Except for one

publication, all indicate a decrease of the velocity with temperature. For carrier-carrier scattering

only a single publication could be identified in literature.
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n-type ( Don ) ( N, Nh, Nc) ( P, Ph, Pc)

Lomakina and Vodakov

[Loma73]301 ( – ) ( M , – , – ) ( – , – , – )

[Loma74]302 ( – ) ( 33 , – , – ) ( – , – , – )

Suzuki, Matsunami, and Tanaka

[Suzu77]418 ( – ) ( 55±7 , – , – ) ( – , – , – )

[Made91]123 ( – ) ( – , M , 124 ) ( – , – , – )

Ikeda, Matsunami, and Tanaka

[Iked80]95 ( – ) ( – , 66 , 124 ) ( – , – , – )

[Made91]123 ( – ) ( – , M , 124 ) ( – , – , – )

[Izzo08]671 ( – ) ( – , 66 , 124 ) ( – , – , – )

[Fan14]416 ( – ) ( – , 66 , 124 ) ( – , – , – )

[Dona18]802 ( – ) ( – , 70 , 120 ) ( – , 55 , 102 )

[Ioff23]36 ( – ) ( – , 66 , 124 ) ( – , – , – )

Götz et al.

[Gotz93]271 ( – ) ( – , M , M ) ( – , – , – )

[Pens93]310 ( – ) ( – , 45 , 100 ) ( – , – , – )

[Gao01]466 ( – ) ( 100 , – , – ) ( – , – , – )

[Heni13]665 ( – ) ( 100 , – , – ) ( – , – , – )

[Bako97]139 ( – ) ( 65 , 52.1 , 91.8 ) ( – , – , – )

[Wang99]389 ( – ) ( 65 , 52.1 , 91.8 ) ( – , – , – )

[Zhao03]229 ( 65 ) ( – , – , – ) ( – , – , – )

[Buon10]740 ( – ) ( 65 , – , – ) ( – , – , – )

[Usma12]779 ( – ) ( 65 , – , – ) ( – , – , – )

[Greu97]661 ( – ) ( – , 52.1 , 91.8 ) ( – , – , – )

[Lebe99]399 ( – ) ( – , 52 , 92 ) ( – , – , – )

[Arva17]146 ( – ) ( 71 , – , – ) ( – , – , – )

[Pers99a]280 ( – ) ( – , 52.1 , 91.8 ) ( – , – , – )

[Zett02]182 ( – ) ( – , 50 , 92 ) ( – , 53 , 93 )

[Bert04]465 ( 52 ) ( – , – , – ) ( – , – , – )

[Bert04a]854 ( 52.1 ) ( – , – , – ) ( – , – , – )

[Feng04a]20 ( – ) ( – , 52 , 92 ) ( – , – , – )

[Pers05]114 ( – ) ( – , 52 , 92 ) ( – , – , – )

[Zhu08]131 ( – ) ( – , 50 , 92 ) ( – , 54 , 93 )

Harris and Inspec

[Harr95]6 ( – ) ( M , M , M ) ( – , – , – )

[Bali06]172 ( – ) ( 100 , – , – ) ( – , – , – )

Kimoto et al.

[Kimo95]674 ( – ) ( – , M , M ) ( – , – , – )

[Sozz19]204 ( – ) ( 50 , – , – ) ( – , – , – )

Evwaraye, Smith, and Mitchel

[Evwa96]371 ( – ) ( – , 53 , 100 ) ( – , – , – )

[Gerh11]409 ( – ) ( – , 53 , 100 ) ( – , – , – )

Choyke and Pensl

[Choy97d]454 ( – ) ( – , 59 , 102 ) ( – , – , – )

[Iwat01]223 ( – ) ( – , 59 , 102 ) ( – , – , – )

[Levi01]21 ( – ) ( – , 59 , 102 ) ( – , – , – )

[Dona18]802 ( – ) ( – , 70 , 120 ) ( – , 55 , 102 )

Pensl

[Pens98]855 ( – ) ( – , – , – ) ( – , – , – )

[Neud01]128 ( – ) ( 45 , – , – ) ( 80 , – , – )

[Neud06]130 ( – ) ( 45 , – , – ) ( 80 , – , – )

Capano et al.

[Capa00]650 ( – ) ( – , 42 , 84 ) ( – , 53 , 93 )

[Hand00]800 ( – ) ( – , – , – ) ( – , 53 , 93 )

[Zett02]182 ( – ) ( – , 50 , 92 ) ( – , 53 , 93 )

[Zhu08]131 ( – ) ( – , 50 , 92 ) ( – , 54 , 93 )

[Dhan10]179 ( – ) ( – , – , – ) ( – , 53 , 93 )

[Zhan10]452 ( – ) ( 42 , – , – ) ( – , – , – )

Lades

[Lade00]141 ( – ) ( – , 50±5 , 90±10 ) ( – , – , – )

[Schr06]210 ( – ) ( – , 50±5 , 90±10 ) ( – , – , – )

Laube et al.

[Laub02]845 ( – ) ( – , 33±5 , 89±5 ) ( – , 45±5 , 95±5 )

[Nego04a]329 ( – ) ( – , – , – ) ( 45 , – , – )

Adachi

[Adac03]260 ( – ) ( – , – , – ) ( – , – , – )

[Bhat05]220 ( – ) ( 81 , 60 , 91 ) ( – , – , – )

Ivanov, Magnusson, and Janzén

[Ivan03a]111 ( – ) ( – , 61.4±0.5 , – ) ( – , – , – )

[Yang19]326 ( – ) ( 61 , – , – ) ( – , – , – )

[Tian20]16 ( – ) ( 61.4 , – , – ) ( – , – , – )

Ayalew

[Ayal04]48 ( – ) ( 70 , 50±5 , 90±5 ) ( – , – , – )

[Ayal05]642 ( – ) ( 70 , 50±5 , 90±5 ) ( – , – , – )

[Pezz13]207 ( 70 ) ( – , – , – ) ( – , – , – )

[Megh18]457 ( – ) ( 70 , – , – ) ( – , – , – )

[Megh18a]403 ( 70 ) ( – , – , – ) ( – , – , – )

Kagamihara et al.

[Kaga04]672 ( – ) ( – , 70.9 , 123.7 ) ( – , – , – )

[Tiwa19]852 ( – ) ( 70.9 , – , – ) ( – , – , – )

[Tiwa19a]777 ( – ) ( 70.9 , – , – ) ( – , – , – )

Ivanov, Henry, and Janzén

[Ivan05]436 ( – ) ( – , 61.4 , 125.5 ) ( – , 60.7 , 120±20 )

[Janz08]14 ( – ) ( – , 61.4 , 125.5 ) ( – , – , – )

[Scab11]809 ( – ) ( – , – , – ) ( – , 60.7 , 120 )

[Scab11a]33 ( – ) ( – , – , – ) ( – , 60.7 , 120 )

[Kimo14a]43 ( 66 ) ( – , 61.4 , 126 ) ( – , 60.7 , 120 )

[Kimo19]68 ( – ) ( – , 61 , 126 ) ( – , 60 , 120 )

[Kimo15]228 ( – ) ( – , 61 , 126 ) ( – , 60 , 120 )

[Nipo18]803 ( – ) ( – , – , – ) ( – , 60 , 120 )

Sullivan and Stanley

[Sull08]853 ( – ) ( 80 , – , – ) ( – , – , – )

[Rakh20]318 ( – ) ( 65 , – , – ) ( – , – , – )

Tamaki et al.

[Tama08a]324 ( 66 ) ( – , – , – ) ( – , – , – )

[Meno11]430 ( – ) ( – , – , – ) ( – , – , – )

Habib, Wright, and Horsfall

[Habi11]351 ( 60 ) ( – , – , – ) ( – , – , – )

[Chen20a]804 ( 60 ) ( – , – , – ) ( – , – , – )

Buono

[Buon12]66 ( – ) ( 65 , 52.1 , 91.8 ) ( – , – , – )

[Joha19]417 ( – ) ( 65 , – , – ) ( – , – , – )

FIG. 46. Reference chain for n-type doping. are fundamental investigations, research not focused

on 4H and references we inferred based on the used data.

A. Introduction

Charge carriers in 4H-SiC accelerate along an electric field F until they are “scattered”, i.e.,

they drastically change their velocity and/or direction by interacting with other particles. The-

oretical analyses investigated the individual contributions in detail22,35,118–120,314,488,856. In this

context, the mobility defines the average time between two scattering events141 and thus provides

a link between charge carriers and scattering processes93. The most prominent processes for 4H-

SiC are (i) phonon, i.e., acoustic phonon, (non-)polar optical phonon, zero and first order optical

intervalley phonon, (ii) defect, i.e., ionized and neutral impurity, and (iii) carrier-carrier scatter-

ing35,119,120,281,623,857. An overall mobility is derived by combining the individual contributions
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p-type ( Acc ) ( Al, Alh, Alc) ( B, Bh, Bc)

Ikeda, Matsunami, and Tanaka

[Iked80]95 ( – ) ( 191 , – , – ) ( 647 , – , – )

[Made91]123 ( – ) ( 191 , – , – ) ( 647 , – , – )

[Frei95]256 ( – ) ( 191 , – , – ) ( – , – , – )

[Bako97]139 ( – ) ( 191 , – , – ) ( – , – , – )

[Wang99]389 ( – ) ( 191 , – , – ) ( – , – , – )

[Zhao03]229 ( – ) ( 191 , – , – ) ( – , – , – )

[Greu97]661 ( – ) ( 191 , – , – ) ( 647 , – , – )

[Pers98]484 ( – ) ( 191 , – , – ) ( – , – , – )

[Levi01]21 ( – ) ( 190 , – , – ) ( 650 , – , – )

[Li03]402 ( 191 ) ( – , – , – ) ( – , – , – )

[Nego03]686 ( – ) ( 190 , – , – ) ( 285 , – , – )

[Nego04]814 ( – ) ( 190 , – , – ) ( – , – , – )

[Zhan10]452 ( – ) ( 191 , – , – ) ( – , – , – )

[Habi11]351 ( 191 ) ( – , – , – ) ( – , – , – )

[Chen20a]804 ( 191 ) ( – , – , – ) ( – , – , – )

[Wije11]132 ( – ) ( 190 , – , – ) ( 285 , – , – )

[Fan14]416 ( – ) ( 191 , – , – ) ( 647 , – , – )

[Megh15]390 ( 191 ) ( – , – , – ) ( – , – , – )

[Megh18]457 ( – ) ( 190 , – , – ) ( – , – , – )

[Yosh18]148 ( – ) ( 190 , – , – ) ( – , – , – )

[Liu21]450 ( 191 ) ( – , – , – ) ( – , – , – )

[Ioff23]36 ( – ) ( 191 , – , – ) ( 647 , – , – )

Pensl and Choyke

[Pens93]310 ( – ) ( 200 , – , – ) ( – , – , – )

[Habe94]344 ( – ) ( 200 , – , – ) ( – , – , – )

[Zett02]182 ( – ) ( 200 , – , – ) ( 285 , – , – )

[Zhu08]131 ( – ) ( 200 , – , – ) ( 285 , – , – )

Harris and Inspec

[Harr95]6 ( – ) ( M , – , – ) ( M , – , – )

[Bali06]172 ( – ) ( 200 , – , – ) ( – , – , – )

Troffer et al.

[Trof97]700 ( – ) ( M , – , – ) ( M , – , – )

[Zett02]182 ( – ) ( 200 , – , – ) ( 285 , – , – )

[Zhu08]131 ( – ) ( 200 , – , – ) ( 285 , – , – )

[Pezz09]846 ( 190 ) ( – , – , – ) ( – , – , – )

[Wije11]132 ( – ) ( 190 , – , – ) ( 285 , – , – )

[Pezz13]207 ( 190 ) ( – , – , – ) ( – , – , – )

Itoh, Troffer, and Pensl

[Itoh98]670 ( – ) ( 180 , – , – ) ( 285 , – , – )

[Nego03]686 ( – ) ( 190 , – , – ) ( 285 , – , – )

Pensl

[Pens98]855 ( – ) ( – , – , – ) ( – , – , – )

[Neud01]128 ( – ) ( 200 , – , – ) ( 300 , – , – )

[Neud06]130 ( – ) ( 200 , – , – ) ( 300 , – , – )

Smith, Evwaraye, and Mitchel

[Smit98]839 ( – ) ( – , M , 266 ) ( – , – , – )

[Smit99]691 ( – ) ( – , 212 , 266 ) ( – , – , – )

Lebedev

[Lebe99]399 ( – ) ( 230 , – , – ) ( 290 , – , – )

[Lu21]291 ( – ) ( 220 , – , – ) ( – , – , – )

Lades

[Lade00]141 ( – ) ( 210±20 , – , – ) ( 320±20 , – , – )

[Schr06]210 ( – ) ( 210±20 , – , – ) ( 320±20 , – , – )

[Buon10]740 ( – ) ( 210 , – , – ) ( – , – , – )

[Lutz11]415 ( – ) ( 210 , – , – ) ( 320 , – , – )

[Usma12]779 ( – ) ( 210 , – , – ) ( – , – , – )

[Lutz18]449 ( – ) ( 210 , – , – ) ( 320 , – , – )

Tanaka et al.

[Tana00]697 ( – ) ( M , – , – ) ( – , – , – )

[Bhat05]220 ( – ) ( 191 , – , – ) ( – , – , – )

Storasta et al.

[Stor02]695 ( – ) ( – , – , – ) ( M , – , – )

[Huh06]669 ( – ) ( – , – , – ) ( 300 , – , – )

Zhang et al.

[Zhan03]703 ( – ) ( – , – , – ) ( 230 – 280 , – , – )

[Muzy12]685 ( – ) ( – , – , – ) ( 230 – 280 , – , – )

Ayalew

[Ayal04]48 ( – ) ( 220±20 , – , – ) ( 330±30 , – , – )

[Ayal05]642 ( – ) ( 220±20 , – , – ) ( 330±30 , – , – )

Ivanov, Henry, and Janzén

[Ivan05]436 ( – ) ( – , 197.9 , 201.3 ) ( – , – , – )

[Janz08]14 ( – ) ( – , 197.9 , 201.3 ) ( – , – , – )

[Kimo14a]43 ( 191 ) ( – , 197.9 , 201.3 ) ( 280 , – , – )

[Kimo19]68 ( – ) ( – , 198 , 201 ) ( – , – , – )

[Kimo15]228 ( – ) ( – , 198 , 201 ) ( 280 , – , – )

[Nipo18]803 ( – ) ( – , 198 , 210 ) ( – , – , – )

[Tian20]16 ( – ) ( 201.3 , – , – ) ( – , – , – )

Pensl et al.

[Pens05]7 ( – , – , – ) ( – , – , – ) ( – , – , – )

[Sull08]853 ( – ) ( – , – , – ) ( 300 , – , – )

[Rakh20]318 ( – ) ( – , – , – ) ( 300 , – , – )

Tamaki et al.

[Tama08a]324 ( 191 ) ( – , – , – ) ( – , – , – )

[Meno11]430 ( – ) ( – , – , – ) ( – , – , – )

Koizumi, Suda, and Kimoto

[Koiz09]120 ( – ) ( 265 , – , – ) ( – , – , – )

[Arva17]146 ( – ) ( 265 , – , – ) ( 293 , – , – )

[Dona18]802 ( – ) ( 265 , – , – ) ( 293 , – , – )

[Loph18]448 ( – ) ( 265 , – , – ) ( 293 , – , – )

[Tiwa19]852 ( – ) ( 265 , – , – ) ( – , – , – )

[Tiwa19a]777 ( – ) ( 265 , – , – ) ( – , – , – )

[Joha19]417 ( – ) ( 265 , – , – ) ( – , – , – )

[Sozz19]204 ( – ) ( 265 , – , – ) ( – , – , – )

Arvinte

[Arvi17]133 ( – ) ( 230+-10 , – , – ) ( – , – , – )

[Bade20]411 ( 200 ) ( – , – , – ) ( – , – , – )

Huang et al.

[Huan22a]668 ( – ) ( 230 , – , – ) ( – , – , – )

[Huan22b]387 ( – ) ( 230 , – , – ) ( – , – , – )

FIG. 47. Reference chain for p-type doping. are fundamental investigations, research not focused

on 4H and references we inferred based on the used data.

using the Matthiessen rule35,43,488 (see Eq. (91)), such that the lowest value dominates.

1
µ
= ∑

i

1
µi

. (91)

Due to the various scattering processes, the mobility depends on several material parameters

such as doping concentration353, degree of compensation415, spatial direction96,223,225, temper-

ature353 and whether majority or minority charge carriers35 are described. For holes even the

separate valence bands (heavy-hole, light-hole, split-off; see Section V)35,119,167 have to be con-

sidered.

In the past years, hopping conduction858, also denoted as nearest-neighbor-hopping (NNH)859,860

or variable-range-hopping (VRH)859, was investigated in 4H-SiC. This process denotes the tun-

126



n-type ( Don, α ) ( N, α ) ( P, α )

Tamaki et al.

[Tama08a]324 ( 66, 1.9×10−5 ) ( – ) ( – )

[Song12]325 ( 67, 1.9×10−5 ) ( – ) ( – )

[Khal12]386 ( 650, 1.9×10−5 ) ( – ) ( – )

[Kimo14a]43 ( 66, 1.9×10−5 ) ( – ) ( – )

[Dibe24]447 ( – ) ( 60, 3.1×10−5 ) ( – )

Hatakeyama, Fukuda, and Okumura

[Hata13]144 ( – ) ( 105, 4.26×10−5 ) ( – )

[Uhne15]414 ( – ) ( 105, 4.26×10−5 ) ( – )

[Maxi23]313 ( – ) ( 105, 4.26×10−5 ) ( – )

p-type ( Acc, α ) ( Al, α ) ( B, α )

Pernot, Contreras, and Camassel

[Pern05]119 ( – ) ( 205, 1.7×10−5 ) ( – )

[Uhne15]414 ( – ) ( 205, 1.7×10−5 ) ( – )

[Maxi23]313 ( – ) ( 205, 1.7×10−5 ) ( – )

Tamaki et al.

[Tama08a]324 ( 191, 3×10−5 ) ( – ) ( – )

[Song12]325 ( 19, 3×10−5 ) ( – ) ( – )

[Khal12]386 ( 19, 3×10−5 ) ( – ) ( – )

[Kimo14a]43 ( 191, 3×10−5 ) ( – ) ( – )

Koizumi, Suda, and Kimoto

[Koiz09]120 ( – ) ( 265, 3.6×10−5 ) ( – )

[Hata13]144 ( – ) ( 265, 3.6×10−5 ) ( – )

[Dibe14]453 ( – ) ( 265, 3.6×10−5 ) ( – )

[Dibe24]447 ( – ) ( 265, 3.6×10−5 ) ( – )

FIG. 48. Reference chain for doping dependency modeling. are fundamental investigations,

research not focused on 4H and references we inferred based on the used data.

neling of charge carriers bound to a dopant from one impurity to the next, possibly alternated

by conventional drifting phases in the bands. This effect was described at temperatures below

100 K812 and at very high doping concentrations156,859, whereat Darmody and Goldsman 197 cal-

culated the critical limit to Ncrit ≈ 1×1020/cm3. Since this is a relatively new effect the available

information are very limited, so we will not further consider it in this review.

In TCAD tools high detailed descriptions are not convenient120. Instead, empirical models

describe the mobility in the low- and high-field region, which we will elaborate in the sequel.

1. Low-Field Mobility

At low electric fields the carrier velocity v and the electric field strength F are directly related

via the mobility µ (see Eq. (92))38. The latter depends on phonon and impurity scattering210,

meaning that both temperature and doping concentration have to be included in the same model.

v = µ(N,T )F (92)

Each dopant in 4H-SiC represents a coulomb scattering center173 that causes the charge carrier

mobility to decrease. Caughey and Thomas 861 mathematically described this effect by Eq. (93).

µmin can be interpreted as the mobility for very high doping where impurity scattering is domi-

nant15,22 and µmax the highest possible mobility at low doping, i.e., when lattice (phonon) scat-

tering is dominant15,22,142. Nref denotes the doping concentration where the mobility is exactly in
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between those values38,415 and δ how quickly the transition from one to the other occurs. Arora,

Hauser, and Roulston 862 later simplified the model by replacing the expression µmax − µmin by

µ0
137.

µ(N) = µmin +
µmax −µmin

1+(N/Nref)δ
(93)

There is some disagreement in literature (discussed by Vasilevskiy et al. 863) whether N de-

notes all dopants15,48,66,68–70,120,137,139,144–146,166,238,281,282,387,401,440,565,714,863–865 or just the ion-

ized ones70,158,330,392,402,452,457,814,857. An argument to use all dopants was that this model is just

a fit15,16 or that also scattering on neutral dopants decreases the mobility120,144. Roschke and

Schwierz 38 stated that using something different than the absolute doping for N did not improve

the results but led to convergence issues.

Masetti, Severi, and Solmi 866 extended the model by an additive term that leads to a further

reduction of the mobility at high doping densities (see Eq. (94))867. We found only one instance566

where this model was used; other publications referencing this model142,439 chose µ1 = 0 leading

to the description in Eq. (93).

µ(N) = µmin +
µmax −µmin2

1+(N/Nref)δ
− µ1

1+(Nref2/N)κ
(94)

The mobility scaling with temperature depends on the dominant scattering mechanism120,281,

whereat each has its own temperature dependency68. Acoustic phonon scattering showed a de-

crease ∝ T−1.5 34,141,813,828,864,868 and optical-mode phonons ∝ T−2.5 141. A reduction ∝ T−2.6

was attributed to nonpolar optical phonon scattering120,868, but Adachi 35 stated a dependency

according to T−1.5 for this process. Ionized impurities scale with T 3/2 34,281,714,813,828, neutral

impurities with T 0 34,35,281,714, Coulomb scattering with T 1 and phonon scattering with T−1 422.

Phonon scattering dominates in hot samples because more phonons are generated173,271,353, and

(un)ionized impurity scattering at low temperatures68,869. The exact amount of “low temperature”

in this context increases with the doping concentration, i.e., more dopants lead to an earlier impact

of impurity scattering. According to the temperature dependencies mentioned before, the mobility

thus rises in cold samples with temperature before it decreases in phonon-dominated temperature

regimes120.

These dependencies are added to Eq. (93) by scaling the single parameters with temperature

(see Eq. (95)144,218). We listed all scaling parameters we found in literature, although some of

them are redundant (γNNref = −δγref). In most publications only a subset of these parameters is

used870, whereat differing origins were stated. Referenced were, among others, the publications
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by Mohammad et al. 871 and Sotoodeh, Khalid, and Rezazadeh 872 but also the description Masetti

model353,402 was used, although the second additive term in Eq. (94) was missing.

θ = θ300

(
T

300

)ζ

(95)

(θ ,ζ ) ∈ [(µmin,γmin),(µmax,γmax),(µ0,γ0),(Nref,γref),(δ ,γδ ),((N/Nref)
δ ,γNNref)] (96)

The temperature-dependent mobility can be properly described by the approach in Eq. (95) if

the parameters are carefully determined, e.g., as done by Hatakeyama, Fukuda, and Okumura 144 .

In most cases (details follow in Section X B), however, the decrease of µ at low temperatures

is not properly covered making these approximations only adequate for high temperatures873.

As a workaround Schröder 210 defined on pager 668 equations below/above 200K with deviating

temperature scalings, but only provided parameters for Si.

We found various additional models to describe the temperature and doping dependencies of

the mobility in 4H-SiC. Rambach, Bauer, and Ryssel 813813,828 proposed a more inclusive approach

based on the doping dependent parameters δ (NA), Nref(NA), γmin(NA) and N = p(T,NA,NK). In

another model for T > 250K the exponential parameter ζ had the same structure as Eq. (93) (see

Eq. (97) and Eq. (98))672,683.

µ(T,N) = µ(300,N)

(
T

300

)β (N)

(97)

β (N) = βmin +
βmax −βmin

1+(N/Np)η
(98)

La Via et al. 679 used the phenomenological function shown in Eq. (99) to model the increasing

mobility due to ionized impurity scattering at low temperature (T 3/2) and an adjustable decrease

for high temperatures. This description was further simplified by Mitchel et al. 874 , who just used

µ(T ) = AT−n.

µ(T ) =
(

A
T 3/2 +

B
T−n

)−1

(99)

Uhnevionak 414 found discrepancies between simulated and measured MOSFET currents with

varying temperature. To better match the bulk-phonon scattering, the author split µmax into two

additive parts with separate temperature scaling factors (see Eq. (100)).

µmax

(
T

300

)γmax

= µmax1

(
T

300

)γmax1

+µmax2

(
T

300

)γmax2

(100)
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Mnatsakanov et al. 869 tackled the challenge of doping dependent temperature coefficients by

separating impurity and lattice scattering and scaling each independently with temperature. Start-

ing from Eq. (93) this led to the expressions shown in Eq. (101) and Eq. (102) with γI the tem-

perature scaling factor of the impurity scattering contribution. For T = T0 Eq. (101) collapses to

Eq. (93). The authors claimed that this model is able to simultaneously describe the temperature

behavior for low and very high doping.

µ(N,T ) = µmax(T0)
B(N)

(
T
T0

)γI

1+B(N)
(

T
T0

)γI+γmax
(101)

B(N) =

µmin +µmax

(
Nref
N

)δ

µmax −µmin


∣∣∣∣∣∣∣
T=T0

(102)

Finally, Klaassen 875 proposed a unified description of majority and minority charge carriers

including screening effects, also called Philips model, which was recently used in conjunction

with 4H-SiC873. Although this model is already included in state of the art simulation frameworks

we did not consider it in our review, because we could not find explicit parameters for 4H-SiC.

2. High-Field Mobility

At high electric fields the charge carrier velocity approaches a maximum value, the so-called

saturation velocity. Higher optical phonon scattering242,353,440 or elastic and nonelastic scattering

rates owing to the increase in carrier energy144 explain this behavior. According to Eq. (92) the ve-

locity is proportional to the field strength, meaning that the mobility has to decrease. Caughey and

Thomas 861 modeled this field dependency according to Eq. (103): µlow denotes the low field mo-

bility as described in the previous section and vsat the saturation mobility (Kimoto and Cooper 43

calls the latter sound velocity). In some cases an additive factor α was introduced in various spots

of this equation146,330,448, but it was always set to 0, rendering it irrelevant. Chen et al. 441 used

the hydrodynamic version of this equation, which we are not going to discuss in this review.

µ =
µlow[

1+
(

µlowF
vsat

)β
] 1

β

(103)

The high field mobility is temperature dependent35,155,173 so Canali et al. 876 suggested to scale

the parameters β and vsat with temperature as was shown for the low-field case in Eq. (95)141,144.
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This model is thus often called Canali model517,582. Quay et al. 877 proposed a very similar model

of the form vsat/[(1−A)+A(T/300)] for semiconductors in general, but we did not find a single

application for 4H-SiC yet. In some occasions218,854 the temperature dependency of vsat was

modeled by the approach commonly used for Si (see Eq. (104))389,878.

vsat =
vmax

1+d exp
( T

600

) . (104)

Roschke and Schwierz 38 proposed an exponential and Bertilsson, Harris, and Nilsson 854 a lin-

ear dependency of β with temperature. For a more concise presented we merged both in Eq. (105).

β = β0 +a exp
(

T −Tref

b

)
+ cT (105)

Monte-Carlo simulations22,72,166,168,175,184,227,318,465,536,854,857 indicated a velocity peak, i.e., a

negative differential mobility at fields near 1×106 V/cm38. Foutz, O’Leary, and Shur 879 proposed

a new model for wide band gap materials that covered this overshoot (see Eq. (106))857. This

approach was used for GaN880 and lately also for 4H-SiC857 but is not yet available in TCAD

tools. A simplified version (α =−∞) was denoted as transferred-electron model488,881.

v(F) =
µ0F +µ1F(F/F0)

α + vsat(F/F1)
β

1+(F/F0)α +(F/F1)β
(106)

Finally, Baliga 173 used the representation shown in Eq. (107) to describe the high field mobility.

The parameters from Eq. (93) can be achieved by using vsat = A and µlow = vsat/B1/β .

µ =
A

[B+Fβ ]1/β
(107)

3. Carrier-Carrier Scattering

This scattering process denotes interactions among the same type of charge carriers, e.g.,

electron-electron35, or between electrons and holes415, which decreases the mobility at high in-

jection levels16,173,882. In the literature it was either assumed negligible883 or described by the

Conwell-Weisskopf equation (see Eq. (108))48,150,884,885, which was also used in the past to de-

scribe silicon. For the latter, Lutz et al. 415 mentioned the possibility to cover carrier-carrier-

scattering by including the free charge carriers in N of Eq. (93) but we did not encounter this

approach for 4H-SiC.

µccs =
D
(

T
T0

) 3
2

√
np

[
ln

(
1+F

(
T
T0

)2

(pn)−
1
3

)]−1

(108)
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TCAD tools combine the carrier-carrier and the low/high field mobility with the Matthiessen

rule (see Eq. (91)).

4. Hall Scattering Factor

The mobility can be experimentally extracted from conductivity measurements, delivering the

so-called conductivity or drift mobility (see Eq. (90))35. The main issue with this method is that the

charge carriers concentrations have to be known as well. Instead, the simpler Hall measurements

are often preffered that, however, deliver a slightly different mobility, the Hall mobility µH
133. In

general, it is said that the Hall mobility is easier to measure, while the conductivity mobility is

easier to calculate35.

The ratio of Hall and conductivity mobility is called Hall factor rH (see Eq. (109))35,223,271,281,335,864.

To calculate rH for holes one has to consider both light and heavy holes119,688. Th Hall factor must

not be confused with the Hall coefficient RH (see Eq.(110)), which is the value actually derived

in Hall measurements. It depends on the Hall charge carrier count nH
70,120,823,824,830 and is used

to connect conductivity and mobility (see Eq. (111))8,173,310. For further theoretical analyses and

overviews on Hall mobilities and measurements the interested reader is referred to the dedicated

literature22,118,341,690.

rH =
µH

µc
=

n
nH

(109)

RH =
1

nHe
=

rH

ne
(110)

µH = σRH =
1

enHρ
(111)

Consequently, one can not use the Hall mobility directly in Eq. (90) to calculate the conductivity

of a material. To properly handle proposed values it is, therefore, mandatory to consider the

utilized characterization method.

5. Methods

Several approaches to determine the mobility were proposed in the literature. These include

simulations such as Monte Carlo166,168,184,227,323,465,536,886, full band monte carlo (FBMC)424,887,

empirical pseudo potentials (EPM)72,175,184, monte carlo particle (MCP)167, non equilibrium sta-

tistical ensemble formalism (NESEF)176, linear augmented plane wave (LAPW)682, density func-
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tional theory (DFT)70, extraction from the diffusion coefficient (DIFF)334, conductivity tensor cal-

culations (COTE)223–225,284, general calculations118,119,314 and fitting (FIT)38,93,141,144,517,672,812,857,888.

Nilsson et al. 889 provided a comparison among several Monte-Carlo models.

Measurements include collected charge (CCh)890, nanosecond pulsed conductance (NPC)891–895,

resistance measurements (RES)671,679, Schottky barrier diode I-V fitting (SBD-IV)896, Raman

scattering (Raman)96,257,267, low temperature photoluminescence (LTPL)714, spectroscopic ellip-

sometry (SE)94, optical detection of cyclotron resonance (ODCR)299,856, diode I-V (DIV)471,896,

bipolar transistor I-V (BIV)25 and Hall

measurements7,8,34,69,120,133,271,281,282,309,345,356,392,398,454,477,673,678,683,699,814,824,826,828,834,863,864,868,897–903.

The majority of publications provided

Hall7,8,69,118–120,224,225,281,282,284,314,392,673,678,699,814,824,828,834,863,864,898,900,903 and only few con-

ductivity mobilities96,166,267,856,887.

It is also possible to calculate the mobility from the charge carrier lifetime τ (cp. Section VIII)

and the conductivity mass m∗
c (cp. Section V) according to Eq. (112)70,96,253,281,282,285. Neimontas

et al. 334 calculated it from the diffusion coefficient using the Einstein relationship µ = De/kBT .

µ =
eτ

m∗
c m0

(112)

B. Results & Discussion

In the sequel we present the gathered results on mobility in 4H-SiC. We had to exclude pub-

lications that solely focused on channel or inversion layer mobilities129,137,411,517,892,904–909, that

did not clearly specify the SiC polytype114,210,462,574,910–912, that dealt with mobility variations in-

duced by irradiation defects913 or that did not clearly specify the used equations, making a unique

mapping of the parameter values impossible220. We also did not consider Wright 226 that was

superseded by Wright et al. 171 .

1. Hall Scattering Factor

We discussed in the last section that the results of Hall measurements have to be scaled by

the Hall scattering factor rH to obtain the conductivity mobility. In early investigations rH was

assumed approximately unity38,96,141,197,901,904 due to the lack of reliable data271. Later it was

shown that this is only the case for high magnetic fields690 and that the Hall scattering factors drops
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with increasing doping concentration823. More thorough investigations revealed a dependency

on the magnetic field690,830,914, temperature7,8,70,119,120,223,335,351,688,690,826, the anisotropy of the

effective masses223 and the doping concentration70,351,823, causing variations of rH predominantly

in the range of [0.5,1.5]. The impact of compensation120 as well as the anisotropy830,914 is still

under investigation.

Both an increase282 and a decrease223,823 of rH with increasing temperature was observed in

measurements, which may be explained by differing doping concentration282. Pernot, Contreras,

and Camassel 119 provided a fit of the results by Pensl et al. 335 (see Eq. (113)), which showed

a rapid decline from 1.2 at 300 K to approx. 0.5 at 800 K. On the flip side, theoretical analyses

predicted an increase of rH with rising temperature120,223.

rH = 1.74823−6.22×10−3 T +1.36729×10−5 T 2

−1.44837×10−8 T 3 +5.86498×10−12 T 4
(113)

Tanaka et al. 70 obtained an analytic equation for temperature and doping dependent variations

of rH (see Eq. (114)). For this purpose the authors fitted the Hall and conductivity mobility with the

model shown in Eq. (93). A division of these fits then led to the shown expression, which predicted

a decrease up to a concentration of 3×1019/cm3, where a minimum of 0.74 (for T = 300K) was

achieved.

rH = 1.16
(

T
300K

)−0.9 1+
( T

300K

)−1.5
(

NA
1×1019/cm3

)0.7

1+
( T

300K

)−1.8
(

NA
3×1018/cm3

)0.6 (114)

An investigation of Hall and conductivity mobility in literature was published by Darmody and

Goldsman 197 . Due to the fact that the achieved results contradict commonly agreed values we

want to discuss this publication in greater detail. At first, the ratio µc/µH, which is the definition

of rH, was introduced as the ratio of the free charge carriers and the doping concentration. This is

based on the assumption that all dopants contribute to the conductivity mobility, i.e., are ionized,

which is not the case in 4H-SiC (cp. Section IX). The Hall scattering coefficient itself was set to

one in this analysis. In the sequel the authors showed two plots, one for the Hall and one for the

conductivity mobility. The values of the latter were much lower, which resulted from the fact that

the authors gathered the values from resistivity measurements, assuming that the amount of charge

carriers was equal to the doping concentration. According to the definitions in the paper rH > 5

was achieved, which is more than three times the biggest value we encountered in the remaining

literature.
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In summary, there exists no simple and unique translation between Hall and conductivity mo-

bility. Consequently, we are going to present the values as they were published and denote their

meaning with H (Hall) resp. C (conductivity) whenever possible, whereas the absence of both

indicates that we were unable to classify the results.

2. Low-Field Mobility

The simplest way to describe the mobility is to use a constant value18. Although this approach

is also applicable in TCAD tools it mainly serves the purpose of a rough and quick comparison

among different materials. Consequently, often no information about doping concentration and

temperature are provided. We found a wide range of values for the individual spatial directions

and also combined to an effective mobility (see Fig. 49), which reflects range of dependencies,

e.g., doping concentration, temperature and field strength. Nevertheless, it becomes clear that the

mobility of electrons is almost one order of magnitude higher than to the mobility of holes.

The reference chain (see Fig. 50) shows that these values are not derived from a main source but

from small clusters. This indicates that the authors assumed the mobilities as common knowledge,

without the need to provide references.

In the data an anisotropy of the mobility in regard to the spatial direction is visible. Some

authors argued that it is low enough such that just considering the mobility in the base plane is

a reasonable approximation218. However, Hatakeyama et al. 392 showed that not even within the

basal plane the mobility is constant. The anisotropy of the mobility is most probably caused by the

anisotropy of the effective masses69,144,176,223,225 (cp. Section V) and thus depends on additional

parameters such as the temperature281.

We found 14 investigations on the electron but only three on the hole mobility ratio, i.e.,

µ⊥/µ∥, whose results agree well (see Table XXVI). All but one fundamental investigation pre-

dicted for electrons a higher mobility parallel to the c-axis with µ⊥
n /µ

∥
n = 0.83± 0.07. Solely

Harima, Nakashima, and Uemura 96 stated the exact opposite, i.e., 1/0.83 = 1.2. Also various

predominantly qualitative overview papers used µ⊥
n > µ

∥
n

26,179,180,221,234,239,244,250,251, while oth-

ers predicted no anisotropy at all128,130,132,164,459.

Iwata, Itoh, and Pensl 225 investigated the mobility in varying in-plane directions, revealing a

maximum anisotropy factor for electrons of 0.7. Cheng and Vasileska 887 stated that previous pub-

lications864 did not specify the exact perpendicular direction. Thus their values for µ
∥
n/µ⊥

n range
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µn

[Main24]9439±2

[Neim06]334 [Scha94a]309116

[Khan98]893400

[Scho94]34417

[Kimo19]68 [Kimo14a]43 [Khan00b]894450
[Sand11]208460

[Will06]479 [Elas03]230 [Trew02]241

[Elas00]231 [Trew97]467 [Neub71]19500

[Chen22]93615

[Kaji15]623 [Pank14]425 [Mani11]407

[Hudg03]426 [Zhan02]240

[Keme02]243 [Pacc00]915 [Afan00]638

[Choy74]916 [Loma72]902

700

[Su10]181 [Alba10]218 [Masr02]445

[Lee02]242 [Itoh96]346 [Itoh95]311 [Itoh94]345720

[Lavi05]679 [Kimo97]676724
[Sole19]200750

[Dena22]2 [Bela22]890 [Jiya20]1 [Hass18]190

[Ryba17]196 [Arvi17]133 [Choi16]437

[Neud13]17 [Mant13]217 [Nava08]63

[Sze07]236 [Zhao06]917 [Levi04]769 [Ng03]526

[Lebe99]399 [Burk99]162 [Agar99]438

[Chel97]232 [Agar96]474 [Neud95]468

800

[Schr06]210 [Saks00]918900
[Codr00]158947

[Choy97d]454948

[Chou21]147 [Supr20]600 [Luo20]317

[Cabe18]215 [Fuji15]189 [Kami14]187

[Pell13]235 [Ostl11a]919 [Ostl11]183

[Meno11]430 [Butt11]188

[Kami09]186 [Mill07]237 [Gale02]356

950

[Jais24]896952

[Mori01]222975

[Guo19]461 [Tsao18]44980
[Mats04a]868 [Kimo01]901981

[Pear23]135 [Lech21]142 [Bane21]155

[Zhen20]193 [Bisw20]214 [Trip19]150

[Pear18]199 [Lutz18]449 [Uhne15]414

[Higa14]191 [Neil12]22 [Lutz11]415

[Gerh11]409 [Ozpi04]185 [Powe02]62

[Wern01]406 [Evwa96]371 [Casa96]136

1000

[Elah17]1941020

[Yode96]2021140

µ⊥
n

[Arda05]891275±25

[Bert04]465610

[Naug17]145650

[Loma74]302700

[Chow17]234

[Dhan10]179

[Klei09]26

[Cole04]221

[Chow04]239

[Elas02]180

[Dmit00]244

[Chow00a]245

[Chow00]178

[Chow97]250

[Chow96]251

720

[Mukh23]459

[Mukh20a]460

[Wije11]132

[Zhu08]131

[Neud06]130

[Ayal04]48

[Neud01]128

[Weit98]170

[Srir97]164

[Weit96]160

800

[Mats97]398851

[Rakh20]318

[Zett02]182

[Palm97]560

950

[Lade00]1411000

[Ostl24]195

[Capa22]423

[Bere21]422

[Resc18]421

[Kimo15]228

1020

µ
∥
n

[Chow17]234

[Dhan10]179

[Klei09]26

[Cole04]221

[Chow04]239

[Elas02]180

[Dmit00]244

[Chow00a]245

[Chow00]178

[Chow97]250

[Chow96]251

650

[Bert04]465730

[Mukh23]459

[Mukh20a]460

[Naug17]145

[Wije11]132

[Neud06]130

[Neud01]128

[Srir97]164

800

[Lang22]433

[Liu15]192

[Zhu08]131

[Ayal04]48

900

[Palm97]5601140

[Rakh20]318

[Zett02]1821150
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[Bere21]422

[Resc18]421

[Kimo15]228

1200

µp

[Trip19]150 [Neil12]22

[Will06]479 [Elas03]230

[Wern01]406 [Elas00]231

[Trew97]467 [Yode96]202

50

[Neim06]33452

[Kaji15]623 [Pank14]425

[Sand11]208 [Lebe99]39960

[Mats20]47767

[Pens03]33580

[Bane21]155 [Sole19]200

[Mats04]683 [Ng03]526100

[Mart02]682107

[Dena22]2 [Lech21]142

[Jiya20]1 [Lutz18]449

[Hass18]190 [Ryba17]196

[Arvi17]133 [Choi16]437

[Fuji15]189 [Neud13]17

[Mant13]217 [Lutz11]415

[Gerh11]409 [Butt11]188

[Nava08]63 [Mill07]237

[Schr06]210 [Ozpi04]185

[Ragh98a]920 [Chel97]232

[Casa96]136 [Neud95]468

115

[Guo19]461 [Cabe18]215

[Elah17]194 [Pell13]235

[Ostl11a]919 [Ostl11]183

[Alba10]218 [Zhao06]917

[Levi04]769 [Lee02]242

120

[Meno11]430124

[Chou21]147 [Mori01]222125

[Agar99]438 [Agar96]474140

[Supr20]600150

µ⊥
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[Cont06]89937

[Bell99]7297

[Mukh23]459
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[Naug17]145

[Wije11]132

[Zhu08]131

[Neud06]130

[Neud01]128

[Lade00]141

115

[Ostl24]195

[Rakh20]318

[Resc18]421

[Zett02]182

[Weit98]170

[Weit96]160

120

µ
∥
p

[Chow96]25150

[Vasc19]17654.1

[Bell99]7273

[Ayal04]48115

[Capa22]423

[Bere21]422

[Kimo15]228

120

FIG. 49. Constant mobility values for 4H-SiC in directions relative to the c-axis.

between 1.25 and 1.75, compared to the previously achieved 1.2864. For holes all investigations

predicted a ratio bigger than one with the most common values of 1.15±0.04. For electric fields

< 50kV/cm Vasconcelos, Rodrigues, and Luzzi 176 calculated a ratio > 10, which drops below

six for fields ≥ 200kV/cm.

Ishikawa et al. 69,281 utilized the resistivity ratio to achieve µ⊥/µ∥ because in this way the Hall

scattering factor cancels. We also found several investigations on temperature and doping concen-

tration dependencies8,166,227,281,282,301,309,323,682,864. Schadt et al. 309 reported an increasing ratio

(up to unity, see Fig. 51) with rising temperature but Schaffer et al. 864 stated that the value of 0.83

did not change over temperature in homogeneous samples. Only for a wafer with an additional

deep donor level a comparable tendency was observed in the range [0.83,1] when varying the tem-

perature within 100 – 600 K. Joshi 323 showed a slight decrease from 0.78 to 0.73 within 100 –

136



Mobility (µ⊥
n , µ

∥
n ) (µ⊥

p , µ
∥
p )

Barrett and Campbell

[Barr67]897 ( 456 ) ( – )

[Neub71]19 ( 500 ) ( – )

Lomakina et al.

[Loma72]902 ( 700 ) ( – )

[Choy74]916 ( 700 ) ( – )

[Loma74]302 ( 700 ) ( – )

[Pank14]425 ( 700 ) ( 60 )

Marshall et al.

[Mars74]56 ( – ) ( – )

[Hudg03]426 ( 700 ) ( – )

[Mani11]407 ( 700 ) ( – )

Itoh et al.

[Itoh94]345 ( 720 ) ( – )

[Itoh95]311 ( 720 ) ( – )

[Itoh96]346 ( 720 ) ( – )

[Kimo97]676 ( 724 ) ( – )

larkin

[Lark94a]921 ( – ) ( – )

[Casa96]136 ( 1000 ) ( 115 )

[Gerh11]409 ( 1000 ) ( 115 )

Schaffer et al.

[Scha94]864 ( M ) ( – )

[Son95]299 ( 800 – 1000 ) ( – )

[Evwa96]371 ( 1000 ) ( – )

[Casa96]136 ( 1000 ) ( 115 )

[Gerh11]409 ( 1000 ) ( 115 )

[Palm97]560 ( 950 , 1140 ) ( – )

[Ragh98a]920 ( – ) ( 115 )

[Neud01]128 ( 800 , 800 ) ( 115 )

Roschke et al.

[Rosc98]248 ( – ) ( – )

[Mukh20a]460 ( 800 , 800 ) ( 115 )

Weitzel

[Weit98]170 ( 800 ) ( 120 )

[Neud01]128 ( 800 , 800 ) ( 115 )

Agarwal et al.

[Agar99]438 ( 800 ) ( 140 )

[Ng03]526 ( 800 ) ( 100 )

Siergiej et al.

[Sier99]903 ( – ) ( – )

[Bela22]890 ( 800 ) ( – )

Afanas’ev et al.

[Afan00]638 ( 700 ) ( – )

[Pacc00]915 ( 700 ) ( – )

Chow

[Chow00]178 ( 720 , 650 ) ( – )

[Dmit00]244 ( 720 , 650 ) ( – )

[Elas02]180 ( 720 , 650 ) ( – )

[Su10]181 ( 720 ) ( – )

[Dhan10]179 ( 720 , 650 ) ( – )

Khan and Cooper

[Khan00]895 ( 450 ) ( – )

[Khan00b]894 ( 450 ) ( – )

[Kimo19]68 ( 450 ) ( – )

Lades

[Lade00]141 ( 1000 ) ( 115 )

[Rakh20]318 ( 950 , 1150 ) ( 120 )

[Lech21]142 ( 1000 ) ( 115 )

Levinshteı̆n, Rumyantsev, and Shur

[Levi01]21 ( <900 ) ( <120 )

[Levi04]769 ( 800 ) ( 120 )

Roschke and Schwierz

[Rosc01]38 ( – ) ( – )

[Luo20]317 ( 950 ) ( – )

Zetterling

[Zett02]182 ( 950 , 1150 ) ( 120 )

[Ostl11a]919 ( 950 ) ( 120 )

[Ostl11]183 ( 950 ) ( 120 )

[Pell13]235 ( 950 ) ( 120 )

Ozpineci

[Ozpi04]185 ( 1000 ) ( 115 )

[Uhne15]414 ( 1000 ) ( – )

Bhatnagar et al.

[Bhat05]220 ( – ) ( – )

[Codr00]158 ( 947 ) ( – )

Neudeck

[Neud06]130 ( 800 , 800 ) ( 115 )

[Wije11]132 ( 800 , 800 ) ( 115 )

[Lang22]433 ( 900 ) ( – )

[Arvi17]133 ( 800 ) ( 115 )

[Mukh23]459 ( 800 , 800 ) ( 115 )

Sze and Ng

[Sze07]236 ( 800 ) ( – )

[Neud95]468 ( 800 ) ( 115 )

[Zhu08]131 ( 800 , 900 ) ( 115 )

[Liu15]192 ( 900 ) ( – )

[Supr20]600 ( 950 ) ( 150 )

Kaminski

[Kami09]186 ( 950 ) ( – )

[Kami14]187 ( 950 ) ( – )

Buttay et al.

[Butt11]188 ( 950 ) ( 115 )

[Fuji15]189 ( 950 ) ( 115 )

Hatakeyama, Fukuda, and Okumura

[Hata13]144 ( – ) ( – )

[Naug17]145 ( 650 , 800 ) ( 115 )

Neudeck

[Neud13]17 ( 800 ) ( 115 )

[Mant13]217 ( 800 ) ( 115 )

[Hass18]190 ( 800 ) ( 115 )

[Jiya20]1 ( 800 ) ( 115 )

Bellone and Di Benedetto

[Bell14]547 ( – ) ( – )

[Dibe14]453 ( – ) ( – )

Higashiwaki et al.

[Higa14]191 ( 1000 ) ( – )

[Zhen20]193 ( 1000 ) ( – )

Kimoto and Cooper

[Kimo14a]43 ( 450 ) ( – )

[Kaji15]623 ( 700 ) ( 60 )

[Elah17]194 ( 1020 ) ( 120 )

[Resc18]421 ( 1020 , 1200 ) ( 120 )

[Bere21]422 ( 1020 , 1200 ) ( 120 )

[Capa22]423 ( 1020 , 1200 ) ( 120 )

Kimoto

[Kimo15]228 ( 1020 , 1200 ) ( 120 )

[Ostl24]195 ( 1020 , 1200 ) ( 120 )

Choi

[Choi16]437 ( 800 ) ( 115 )

[Naug17]145 ( 650 , 800 ) ( 115 )

Arvanitopoulos et al.

[Arva17]146 ( – ) ( – )

[Chou21]147 ( 950 ) ( 125 )

Baliga

[Bali19]173 ( – ) ( – )

[Tsao18]44 ( 980 ) ( – )

Institute

[Ioff23]36 ( <900 ) ( <120 )

[Bane21]155 ( 1000 ) ( 100 )

FIG. 50. Reference chain for constant mobility values in different spatial directions. If only a single value is

shown the value denotes the effective value. are fundamental investigations, research not focused

on 4H and references we inferred based on the used data.
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TABLE XXVI. Fundamental investigations on the ratio of mobilities perpendicular (⊥) and parallel (∥) to

the c-axis for electrons and holes.
ref. µ⊥

n /µ
∥
n µ⊥

p /µ
∥
p T typea method

[1] [1] [K]

[Scha94a]309 0.83±0.03 – 300 H Hall

[Scha94]864 0.83 – 300 H Hall

[Hari95]96 1.2±0.3 – – C Raman

[Josh95]323 0.75 – 300 C MC

[Son95]299 0.7 – 2R6 C ODCR

[Nils96]227 0.82 – 300 C MC

[Choy97d]454 0.86 – 300 H Hall

[Mats97]398 (1.2)−1 – – H Hall

[Mick98]166 0.79 – 300 C MC

[Bell99]72 – 1.33 – C EPM

[Iwat00]225 0.7 – – H COTE

[Bert01]886 0.85 – – C MC

[Hata03]392 0.83 1.15 300 H Hall

[Chen20]887 (1.75)−1 - (1.25)−1b – – C FBMC

[Ishi21]281 (1.17)−1 – 300 H Hall

[Ishi24]282 – (0.9)−1 300 H Hall

a type of mobility: Hall (H), conductivity (C)
b ratio is lower for smaller doping concentrations and lower voltages

650 K, Nilsson, Sannemo, and Petersson 227 various values with no clear tendency in [0.81,0.84]

within 100 – 500 K and Mickevičius and Zhao 166 as well as Ishikawa et al. 281 a slight decrease

with rising temperature. The ratio of hole mobilities was reported constant with temperature282.

Despite these various dependencies, which render constant values not well suited465, almost ex-

clusively constant factors are used in literature. In accordance with the fundamental investigations

shown earlier, the majority agrees upon µ⊥
n < µ

∥
n and µ⊥

p > µ
∥
p (see Fig. 52).

a. Doping Dependency The low-field mobility in regard to the doping concentration was

heavily investigated7,8,118,119,224,225,284,314,392,673,678,699,814,834,864,898,903

69,96,120,166,253,257,267,281,282,824,828,856,863,887,900,914, which makes it impossible to show all gath-

ered results in this review. Instead we focus on the models that were developed based on these
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[Scha94a]309 B ⊥ c, ND = 2.6 × 1018 [Scha94a]309 B ∥ c, ND = 2.6 × 1018 [Scha94]864 DD, NA +ND = 1.2× 1017 [Scha94]864 NA + ND = 1 × 1017
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FIG. 51. Ratio of electron mobilities in the direction perpendicular (⊥) and parallel (∥) to the c-axis versus

temperature. The entry “[Scha94]864 DD” denotes the measurements including deep donor levels (see text).

data.

We found 26 investigations focused on the doping dependency of electrons in 4H-SiC based

on Eq. (93) (see Table XXVII) over a time span of three decades. The maximum mobility varies

within a range of 800 – 1240 cm2/(Vs) while the reference doping concentration Nref varies only

slightly in the low 1017/cm3 range. We also highlighted the deviating interpretations of the param-

eter N in the table, which underlines the large discrepancy in literature. The overview shows that

different models share some of their values, which suggests that these were created by combining

other ones or extending them by additional parameters. For Nref the values 1.94× 1017/cm3 and

2× 1017/cm3 are used in 16 out of 28 models and for δ , 0.76 and 0.61 are used in 11 out of 28.

The most prominent value for µmin is 40 cm2/(Vs) in 11 and 0 cm2/(Vs) in 7 out of 28 while for

µmax 947 – 954 cm2/(Vs) was chosen in 10 out of 28 investigations.

The models agree qualitatively (see Fig. 53). Exceptions are the ones by Ruff, Mitlehner,

and Helbig 369 , which was fitted to 6H, Pezzimenti, Della Corte, and Nipoti 134 , who predicted a

very low maximum mobility, and Zhang and You 566 , who used the model in Eq. (94) with the

parameters in Table XXVIII to predict the decrease in mobility at higher doping densities. In the

plot an additional reduction at doping densities around 1020/cm3 is visible. Since the authors did

not provide µmax we picked 950cm2/(Vs). The remaining descriptions mainly differ in the value

of µmax.

We also found a more direct modeling of the mobility as shown in Eq. (115)172,173. According
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TABLE XXVII. Parameters for the Caughey-Thomas model in Eq. (93) used to describe the electron mo-

bility.
ref. dir µmin µmax µ0 Nref δ γmin γmax γ0 γref γδ γNNref Na Kb method

[cm2/(Vs)] [cm2/(Vs)] [cm2/(Vs)] [1/cm3] [1] [1] [1] [1] [1] [1] [1]

[Ruff94]369 – 20 – 380 4.50×1017 0.45 – – −3 – – – – – –

[Scha94]864 ⊥ – 947 – 1.94×1017 0.61 – −2.15c – – – – S H Hall

[Mick98]166 – – 1071 – 1.94×1017 0.4 – – – – – – S C MC

[Rosc98]248d – 40 800 – 4×1017 0.44 – – – – – – D – FIT

[Shah98]247 – – 947 – 1.94×1017 0.61 – – – – – – – – –

[Wrig98]171e – 88 – 970 1.43×1017 1 −0.57 – −2.7 2.55 – – I – –

[Levi01a]775f – 79.8 855 – 2×1017 1 – – – – – – D – FIT

[Mnat01]888g – 30 880 – 2×1017 0.67 – – – – – – D C FIT

[Mori01]222 ∥ – 1141 – 1.94×1017 0.61 – – – – – – S C DIV

[Rosc01]38h ⊥ 40 950 – 2×1017 0.76 −0.5 −2.4 – 1 – – D – FIT

[Hata03]392 – – 954 – 1.28×1017 0.61 – – – – – – I H Hall

[Kaga04]672i – – 977 – 1.17×1017 0.49 – – – – – – S H Hall

[Adac05]35 – – 1400 – 1×1017 0.5 – – – – – – I – –

[Bala05]362 – 40 950 – 2×1017 0.73 – −2.4 – – – −0.76 – – –

[Werb07]471 – 33 771 – 2×1017 0.76 – – – – – – D C DIV

[Cha08]440 – – 950 – 1.90×1017 0.6 1 −2.15 – – – 0.05 D – –

[Pezz08]134 – 6 200 – 1×1016 1 – – – – – – – C DIV

[Habi11]351j – 40 – 910 2×1017 0.76 −1.538 – −2.397 0.75 0.722 – S – FIT

[Hata13]144k – 5 1010 – 1.25×1017 0.65 −0.57 −2.6 – 2.4 −0.146 – S – FIT

[Stef14]15l ⊥ 28 950 – 1.94×1017 0.61m – −2.4 – – – 0.73 I – FIT

[Shar15]565 ∥ 40 947 – 1.94×1017 0.61 −0.5 −2.9 – – – 2.4 S C DIV

[Arva17]146 – 40 950 – 1.94×1017 0.61 −1.536 −2.4 – – – – D – –

[Vasi17]863 – 20 950 – 2×1017 0.8 – – – – – – D H Hall

[Ishi21]281 ⊥ 40 – 970 2.4×1017 0.7 – – −2.58n – – – D H Hall

∥ 60 – 1120 2.3×1017 0.74 – – −2.67n – – – D H Hall

[Lech21]142 ∥ 15.48 – 1415.4 1.80×1017 0.560723 – – −2.5 – – – – – –

[Rao22]203 – 40 950 – 2×1017 0.76 −0.5 −2.15 – – – −0.76 I – –

[Ishi23]69 ⊥ 40 – 1000 2.2×1017 0.68 −0.7 – −2.9 – – −2.5 D H Hall

∥ 20 – 1240 2×1017 0.64 0.3 – −3.2 – – −2.7 D H Hall

a meaning of N: doping (D), ionized (I), sum of all dopants (S), intrinsic (N)
b type of mobility: Hall (H), conductivity (C)
c T > 250K in ⟨1120⟩ direction (γmax =−2.4 towards ⟨0001⟩). T < 250K: γmax =−1.18 resp. −1.2
d fitted to6

e parameters referenced from Si based investigation862 but not found there
f fitted to117,864

g fitted to864 using dedicated Hall scattering factor830

h fitted to166,284,323,864,922,923

i fitted to271,314,398,834,864,922

j fitted to864,869,922,923

k fitted to398

l fitted to119,120,284,363

m In the paper δ =−0.61 was stated, which did not match the shown plots.
n ND = 2.1×1015/cm3, increases with doping concentration
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FIG. 52. Constant values for the ratio of mobilities perpendicular (⊥) and parallel (∥) to the c-axis for

electrons and holes.

TABLE XXVIII. Doping dependency parameters for the model in Eq. (94).

ref mob. µmin µmin2 Nref δ µ1 Nref2 κ

[cm2/(Vs)] [cm2/(Vs)] [1/cm3] [1] [cm2/(Vs)] [1/cm3] [1]

[Zhan18]566 µn 88 0 5×1018 1 43.4 3.43×1020 2

µp 44 0 5×1019 1 29 6.1×1020 2

to the authors these expressions are, however, based on Ruff, Mitlehner, and Helbig 369 which only

contains values on 6H-SiC. For the sake of comparison we added it to Fig. 53 as well.

µn =
4.05×1013 +20N0.61

D

3.55×1010 +N0.61
D

µp =
4.05×1013 +10N0.65

A

3.3×1011 +N0.65
A

(115)

Similarly, Pernot et al. 314 fitted the Hall mobility to the free electron density n as shown in

Eq. (116). In the plot we set n = N.

µn =−39000+7436 log(n)−450.5 log2(n)+8.81 log3(n) (116)

141



1014 1015 1016 1017 1018 1019 1020

0

500

1,000

N
[
1/cm3

]

µ
n
[ cm

2 /
(V

s)
]

[Ruff94]369 [Scha94]864 ⊥ H [Mick98]166 C [Rosc98]248 [Shah98]247 [Wrig98]171

[Levi01a]775 [Mnat01]888 C [Mori01]222 ∥ C [Rosc01]38 ⊥ [Hata03]392 H [Kaga04]672 H

[Adac05]35 [Bala05]362 [Werb07]471 C [Cha08]440 [Pezz08]134 C [Habi11]351

[Hata13]144 [Stef14]15 ⊥ [Shar15]565 ∥ C [Arva17]146 [Vasi17]863 H [Ishi21]281 ⊥ H

[Ishi21]281 ∥ H [Lech21]142 ∥ [Rao22]203 [Ishi23]69 ⊥ H [Ishi23]69 ∥ H

[Pern00]314

H (116)

[Bali06]172 (115) [Zhan18]566 (94)

FIG. 53. Electron mobility approximations using the Caughey-Thomas model in Eq. (93) at T = 300K.

The models are only shown in the region used for characterization.

For the hole mobility less models were proposed with a larger spread in the respective param-

eters (see Table XXIX). Qualitatively, the decrease of the hole mobility, compared to the electron

one, starts at higher doping densities (see Fig. 54), i.e., the maximum mobility can be maintained

longer. In contrast to electrons we do not see a reuse of model parameters here, which might be

an explanation for the big discrepancies: The models differ in the absolute mobility values at low

and high doping concentrations, at which concentration and even at which rate the transition oc-

curs. An outlier is again the model by Pezzimenti, Della Corte, and Nipoti 134 , showing a very low

mobility.

Negoro et al. 814 pointed out that the value µmin = 16cm2/(Vs) proposed by Hatakeyama

et al. 392 was too high. Similarly Stefanakis and Zekentes 15 argued that Schaffer et al. 864 over-

estimated the hole mobility at high doping values, although the latest studies again indicated a

value larger than zero. Exceptional in this regard is the large value of Wright et al. 171 that even

exceeded some values for µmax, which vary in the range of 75 – 140 cm2/(Vs).

We also added the model by Zhang and You 566 to Fig. 54, who utilized Eq. (94) with the

parameters in Table XXVIII. Since the authors did not define the maximum mobility we picked

µmax = 80cm2/(Vs). This model shows the most delayed transition from high to low mobility
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TABLE XXIX. Parameters for the Caughey-Thomas model in Eq. (93) used to describe the hole mobility.
ref. dir µmin µmax µ0 Nref δ γmin γmax γ0 γref γδ γNNref Na Kb method

[cm2/(Vs)] [cm2/(Vs)] [cm2/(Vs)] [1/cm3] [1] [1] [1] [1] [1] [1] [1]

[Ruff94]369 – 5 – 70 1×1019 0.5 – – −3 – – – – – –

[Scha94]864 ⊥ 15.9 124 – 1.76×1019 0.34 – – – – – – S H Hall

[Shah98]247 – 25.9 128.1 – 1×1019 0.24 – – – – – – – – –

[Wrig98]171c – 74 – 43 1.43×1017 1 −0.57 – −2.7 2.55 – – I – –

[Levi01a]775d – 65 114 – 5×1017 1 – – – – – – D – FIT

[Mnat01]888e – 33 117 – 1×1019 0.5 – – – – – – D C FIT

[Hata03]392 – 15.9 120 – 1.80×1018 0.65 – – – – – – I H Hall

[Mats04]683 – 37.6 106 – 2.97×1018 0.356 – – – – – – S H Hall

[Bala05]362 – 53.3 105.4 – 2.20×1018 0.7 – −2.1 – – – – – – –

[Werb07]471 – 10 – 81 1×1019 0.5 – – – – – – D C DIV

[Cha08]440 – 16 140 – 1.70×1019 0.34 −1.6 −2.14 – – – 0.17 D – –

[Pezz08]134 – 2 20 – 1×1016 1 – – – – – – – C DIV

[Koiz09]120f – – 114.1 – 5.38×1018 0.66 – −2.72 – – −0.35 2.44 D H Hall

[Habi11]351g – 40 – 82 6.30×1018 0.55 −1.538 – −2.2397 0.75 0.722 – S – FIT

[Hata13]144h – – 113.5 – 2.40×1018 0.69 −0.57 −2.6 – 2.9 −0.2 – S – FIT

[Liau15]714 – – 75 – 2×1019 0.7 – – – – – – D C LTPL

[Shar15]565 ∥ 15.9 124 – 1.76×1019 0.34 −0.5 −2.9 – – – 2.3 S C DIV

[Tana18]70 – – 110 – 3×1018 0.6 – −3 – – – −1.8 D H DFT

– – 95 – 1×1019 0.7 – −2.1 – – – −1.5 D C DFT

[Lech21]142 – 2.529 – 469.42607 1.28×1019 0.332645 – – −2 – – – – – –

[Rao22]203 – 15.9 125 – 1.76×1019 0.76 −0.5 −2.15 – – – −0.76 I – –

[Ishi24]282 ⊥ 20 – 74 6.2×1018 0.72 −2.2 – −2.3 – – −0.9 D H Hall

∥ 20 – 63 6.4×1018 0.83 −2.2 – −2.3 – – −0.9 D H Hall

a meaning of N: doping (D), ionized (I), sum of all dopants (S), intrinsic (N)
b type of mobility: Hall (H), conductivity (C)
c parameters referenced from Si based investigation862 but not found there
d fitted to117,864

e fitted to864 using dedicated Hall scattering factor830

f fitting done by Stefanakis and Zekentes 15

g fitted to864,869,922,923

h fitted to398

in literature. In addition, we fitted the doping dependent parameters by Rambach, Bauer, and

Ryssel 813 using a polynomial of degree two (see Eq. (117)). Although this fit solely used values

in a doping range of (0.5 – 5)× 1019/cm3 we extended the model in the plot, showing that it is

also accurate well beyond these borders. Thereby we picked µmin = 15.9cm2/(Vs) and µmax =
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FIG. 54. Hole mobility approximations by the Caughey-Thomas model in Eq. (93) at T = 300K. The

models are only shown in the region used for characterization.

124cm2/(Vs).

γmin(NA) = γmax(NA) =−1.24+5×10−20 NA −4×10−40 N2
A

δ (NA) = 1.14+9.4×10−21 NA +5.55×10−40 N2
A

Nref(NA) = 1.2×1018 +5.4×10−2 NA +2×10−21 N2
A

(117)

Some authors also investigated the impact of compensation on the mobility. Pernot, Contreras,

and Camassel 119 fitted the Hall mobility using the logarithmic doping concentration for non-

compensated (see Eq. (118)) and weakly-compensated (see Eq. (119)) devices. In the graphical

representation, where we used NA = N, we only show the former case, since the latter results in

negative mobility values.

non-compensated: σRH(292K) = 2964.3−648.72log(NA)+53.393log2(NA)

−1.8717log3(NA)+0.002296log4(NA) (118)

weakly-compensated: σRH(292K) = 24617−5982log(NA)+536.12log2(NA)

−21.151log3(NA)+0.30937log4(NA) (119)
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FIG. 55. Electron mobility models for varying temperature according to Eq. (93) for a doping of 4 ×

1016/cm3.

b. Temperature Dependency In our review we encountered numerous investigations of the

Hall69,120,133,223–225,271,281,282,284,345,351,398,672,673,676,678,688,824,868,873,899,901,902

7,8,34,70,118,119,314,334,477,683,699,826,828,834,864,869,914 and conductivity mobility323,671,679,682,714,856

variations with changing temperature.

The temperature scaling parameters of electrons in Eq. (93) (see Table XXVII) showed a con-

sistent picture. We found 16 fits, which all agree on an increase of µmin, µmax and µ0 for decreasing

temperatures. An exception is µmin by Ishikawa et al. 69 parallel to the c-axis, but in this case the

remaining temperature dependencies ensure the previously described behavior (see Fig. 55). The

values for γδ and γNNref are less consistent; even positive and negative values were proposed. Nev-

ertheless, due to the complicated interactions discussing parameters in isolation is not meaningful.

Instead it is favorable to investigate the complete model at once.

For an in-detail comparison we plotted all models for N = 4×1016/cm3 (see Fig. 55). As we

discussed earlier, the mobility values change with doping concentration, so this plot serves as a

qualitative comparison of the temperature dependency. In this regard the predictions by Eq. (99)

are an exception, because the mobility always approaches zero for T → 0, independent of the
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TABLE XXX. Parameters for the model in Eq. (97) and Eq. (98).

ref mob. βmin βmax Np η K method

[1] [1] [1/cm3] [1]

[Kaga04]672 µn 1.54 2.62 1.14×1017 1.35 – FIT

[Mats04]683 µp 2.51 3.04 8.64×1017 0.456 H Hall

TABLE XXXI. Parameters for the model in Eq. (101) and Eq. (102).

ref mob. µmin µmax Nref δ γmax γI

[cm2/(Vs)] [cm2/(Vs)] [1/cm3] [1] [1] [1]

[Neim06]334 µn 100 320 2×1017 0.67 2.6 0.5

doping concentration.

For low temperatures (< 200K) almost all models agree on high mobilities (1000 cm2/(Vs))

that further increase with decreasing temperature. This includes the description according to

Eq. (97), whose parameters are shown in Table XXX. However, such a tendency contradicts the in-

creasing impact of impurity scattering, which is only covered by three models (four if we include

the one by Hatakeyama, Fukuda, and Okumura 144 that is only plotted for T > 300K): La Via

et al. 679 used Eq. (99) with the parameters shown in Eq. (120), whereat we picked suitable values

for A and B. Izzo et al. 671 , who also used this mode, derived n = 3.06.

n = 3 , A = 1 , B = 1×10−11 (120)

For the model in Eq. (101) we used the parameters provided by Neimontas et al. 334 (see

Table XXXI), whereat Mnatsakanov, Pomortseva, and Yurkov 888 already proposed the values

γmax = 2.6 and γI = 0.5 earlier. The predicted mobility values are lower than in other investi-

gations, because the model described the electron mobility in heavily p-doped 4H-SiC, i.e., the

minority carrier mobility.

For the model proposed by Uhnevionak 414 (cp. Eq. (100)) we used the parameters shown

in Eq. (121) and the remaining ones according to Roschke and Schwierz 38 . The increase of

the mobility at low temperatures is thereby not automatically caused by splitting the maximum
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mobility but relies on a careful selection of all parameters.

µmax1 = 500cm2/(Vs), µmax2 = 450cm2/(Vs), γmax1 =−11.6

γmax2 =−2.74, γNNref =−12.5
(121)

At T > 300K all models predict a decreasing mobility. Some observed a dependency of T−2.1

to T−2.5 instead of the expected T−1.5 398,477,868. The temperature dependency even showed

anisotropy. Schaffer et al. 864 proposed a temperature scaling parallel to the c-axis of T−2.4 and

perpendicular of T−2.15 above 200 K. Below that temperature they got T−1.2 (parallel) and T−1.18

(perpendicular). Ishikawa et al. 281 investigated the temperature dependency using a multiplicative

factor T−β for three differing doping concentrations, observing an absolute decrease of β with in-

creasing doping concentration and an anisotropy282. In Fig. 55 we chose β = −2.58 perp. to the

c-axis and β =−2.67 parallel to it which corresponds to measurements at a doping concentration

of ND = 2.1× 1015/cm3. Kagamihara et al. 672 stated that according to theoretical consideration

the temperature parameters are 1.5 for low temperatures and 2.6 for high ones, which is close to

βmin = 1.54 and βmax = 2.62 in their fit. Mitchel et al. 874 used ∝ T−1.8, which is close to the

expected T−1.5 due to phonon scattering. Buono 66 pointed out that γmax =−2.15 for both charge

carriers is smaller than the ideal factor of −1.5 that is expected from lattice scattering. This was

believed to be due to non-polar optical-phonon scattering. Lades 141 achieved −1.8≥ γmax ≥−2.2,

which lies between acoustical-mode phonon (−1.5) and optical-mode phonon (−2.5) scattering.

Thus, the author assumed that other scattering factors contributed less to limit the mobility.

We also show the simplified models by Cheng, Yang, and Zheng 93 , who fitted the expression

shown in Eq. (122) to the measurements by Schaffer et al. 864 , and Baliga 172 , who fitted Eq. (123)

to data by Koizumi, Suda, and Kimoto 120 .

µn(T ) = 5422 exp
(
− T

128

)
+95 (122)

µn(T ) = 1140
(

T
300

)−2.7

(123)

The investigations of hole mobilities show the same tendencies for γmin, γmax and γ0 and incon-

sistencies for γδ and γNNref that we observed for electrons. Although overall less investigations

are available, the amount of temperature dependency studies is comparable (13 for holes, 16 for

electrons). The main difference is that only one model, i.e., the one by Hatakeyama, Fukuda, and

Okumura 144 , was proposed that covers the decreasing mobility at low temperatures (see Fig. 56).

For increasing temperature all models agree upon a continuous decrease of the mobility. The
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FIG. 56. Hole mobility models for varying temperature according to Eq. (93) for a doping of 4×1016/cm3.

parameters for the model by Matsuura et al. 683 are shown in Table XXX and for the model by

Baliga 172 we used the parameters from Eq. (124).

µp(T ) = 120 exp
(

T
300

)−3.4

(124)

c. Analysis It is common in literature to mix the parameters of different models, e.g., us-

ing the mobility values from one and the temperature scaling from another. We regularly en-

countered48,146,216,242,582 a combination of the models by Schaffer et al. 864 and Roschke and

Schwierz 38 (see Fig. 57). These are also the most influential publications, whereat newer studies

were barely adopted in literature. On the positive side almost all references go back to one of the

fundamental studies and almost exclusively 4H values are used. The only exception are the values

by Ruff 753 and Ruff, Mitlehner, and Helbig 369 which were referenced three times.

For holes the majority of the values goes back to a single publication by Schaffer et al. 864

(see Fig. 58), whereat, again, newer values were not widely adopted in the community. We are

also unsure about the temperature scaling of the hole mobility in the publications citing Schaffer

et al. 864 , because the latter stated γmax = −2.15 only for electrons. There were also multiple

instances216,229,389,452,925,926 where µmax was interpreted as µ0, i.e., without subtracting µmin.

We were unable to retrace some values206,362,363,448 back to any scientific publication. In other
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Electron (dir) (µmin, µmax, µ0, Nref, δ ) (γmin, γmax, γ0, γref, γδ , γNNref)

Ruff

[Ruff93]753 ( – ) ( – , – , – , – , – ) ( – , – , – , – , – , – )

[Bion12]330 ( – ) ( – , – , 870 , 2×1017 , 0.55 ) ( – , – , −2 , – , – , – )

Ruff, Mitlehner, and Helbig

[Ruff94]369 ( – ) ( 20 , – , 380 , 4.50×1017 , 0.45 ) ( – , – , −3 , – , – , – )

[Nall99]439 ( – ) ( 20 , – , 700 , 4.50×1017 , 0.45 ) ( – , – , −3 , – , – , – )

[Nall00]522 ( – ) ( 20 , – , 700 , 4.50×1017 , 0.45 ) ( – , – , −3 , – , – , – )

Schaffer et al.

[Scha94]864 ( ⊥ ) ( 0 , 947 , – , 1.94×1017 , 0.61 ) ( – , −2.15 , – , – , – , – )

[Bako97]139 ( – ) ( 0 , – , 947 , 1.94×1017 , 0.61 ) ( – , – , −2.15 , – , – , – )

[Codr00]158 ( – ) ( 0 , – , 947 , 1.94×1017 , 0.61 ) ( – , – , −2.15 , – , – , – )

[Mcnu04]401 ( – ) ( – , – , 947 , 1.94×1017 , 0.61 ) ( – , – , −2.15 , – , – , – )

[Mcnu13]924 ( – ) ( – , – , 947 , 1.94×1017 , 0.61 ) ( – , – , −2.15 , – , – , – )

[Dibe14]453 ( – ) ( – , – , – , – , – ) ( – , – , −2.15 , – , – , – )

[Wang98]925 ( – ) ( – , 947 , – , 1.94×1017 , 0.61 ) ( – , −2 , – , – , – , – )

[Wang99]389 ( – ) ( – , 947 , – , 1.94×1017 , 0.61 ) ( – , −2 , – , – , – , – )

[Lade00]141 ( – ) ( 0 , 947 , – , 1.94×1017 , 0.61 ) ( – , – , – , – , – , – )

[Chen20]887 ( ∥ ) ( 0 , 947 , – , 1.94×1017 , 0.61 ) ( – , – , – , – , – , – )

[Lee02]242 ( ∥ /⊥ ) ( 0 , – , 1136/947 , 1.94×1017 , 0.61 ) ( −2.4/−2.15 , −2.4/−2.15 , – , – , – , – )

[Li03]402 ( – ) ( – , – , 947 , 1.94×1017 , 0.61 ) ( – , – , −2 , – , – , – )

[Zhao03]229 ( – ) ( – , – , 947 , 1.94×1017 , 0.61 ) ( – , – , −2 , – , – , – )

[Das15]353 ( – ) ( 0 , – , 947 , 1.94×1017 , 0.61 ) ( – , – , −2 , – , – , – )

[Ayal04]48 ( ⊥ ) ( 40 , 950 , – , 1.94×1017 , 0.61 ) ( −0.5 , −2.4 , – , – , – , – )

[Maxi23]313 ( – ) ( 40 , 950 , – , 1.94×1017 , 0.61 ) ( −0.5 , −2.4 , – , – , – , – )

[Bros04]546 ( – ) ( 0 , 947 , – , 1.94×1017 , 0.61 ) ( 0 , −2.15 , – , – , – , 0 )

[Schr06]210 ( – ) ( 0 , 947 , – , 1.94×1017 , 0.61 ) ( – , – , – , – , – , – )

[Zhan09]926 ( – ) ( – , – , 947 , 1.94×1017 , 0.61 ) ( – , – , −2 , – , – , – )

[Khal12]386 ( – ) ( – , 947 , – , 1.94×1017 , 0.61 ) ( – , −2 , – , – , – , – )

[Zhan10]452 ( – ) ( – , – , 947 , 1.94×1017 , 0.61 ) ( – , – , −2 , – , – , – )

[Lutz11]415 ( – ) ( 0 , 947 , – , 1.94×1017 , 0.61 ) ( – , −2.15 , – , – , – , – )

[Buon12]66 ( – ) ( – , – , 950 , 1.94×1017 , 0.61 ) ( – , – , −2.15 , – , – , – )

[Chen15]216 ( ∥ /⊥ ) ( 0 , – , 1136/947 , 1.94×1017 , 0.61 ) ( −2.4/−2.15 , – , −2.4/−2.15 , – , – , – )

[Joha16]395 ( – ) ( 0 , 947 , – , 1.94×1017 , 0.61 ) ( – , −2.15 , – , – , – , – )

[Lutz18]449 ( – ) ( 0 , 947 , – , 1.94×1017 , 0.61 ) ( – , −2.15 , – , – , – , – )

[Arva19]582 ( ⊥ ) ( 40 , 950 , – , 1.94×1017 , 0.61 ) ( – , – , – , – , – , – )

[Joha19]417 ( – ) ( – , 940 , – , – , – ) ( – , – , – , – , – , – )

[Yang22]213 ( – ) ( – , – , – , – , – ) ( – , – , – , – , – , – )

Mickevičius and Zhao

[Mick98]166 ( – ) ( – , 1071 , – , 1.94×1017 , 0.4 ) ( – , – , – , – , – , – )

[Tila07]315 ( – ) ( – , 1071 , – , 1.94×1017 , 0.4 ) ( – , 2.4 , – , – , – , – )

Wright et al.

[Wrig98]171 ( – ) ( 88 , – , 970 , 1.43×1017 , 1 ) ( −0.57 , – , −2.7 , 2.55 , – , – )

[Bali06]172 ( – ) ( – , 1140 , – , – , – ) ( – , −2.7 , – , – , – , – )

[Bali19]173 ( – ) ( – , 1140 , – , – , – ) ( – , −2.7 , – , – , – , – )

Mnatsakanov, Pomortseva, and Yurkov

[Mnat01]888 ( – ) ( 30 , 880 , – , 2×1017 , 0.67 ) ( – , – , – , – , – , – )

[Mnat02]869 ( – ) ( 30 , 880 , – , 2×1017 , 0.67 ) ( – , – , – , – , – , – )

Roschke and Schwierz

[Rosc01]38 ( ⊥ ) ( 40 , 950 , – , 2×1017 , 0.76 ) ( −0.5 , −2.4 , – , 1 , – , – )

[Line03]865 ( – ) ( 40 , 950 , – , 2×1017 , 0.76 ) ( – , – , – , – , – , – )

[Bert04]465 ( ⊥ ) ( 40 , 950 , – , 2×1017 , 0.76 ) ( – , −2.4 , – , – , – , −0.76 )

[Bert04a]854 ( ⊥ ) ( 40 , 950 , – , 2×1017 , 0.76 ) ( – , −2.4 , – , – , – , −0.76 )

[Lv04]857 ( – ) ( 40 , 950 , – , 2×1017 , 0.76 ) ( – , −2.4 , – , – , – , 1.05 )

[Pere06]238 ( – ) ( 40 , 950 , – , 2×1017 , 0.76 ) ( – , −2 , – , – , – , – )

[Tama08a]324 ( – ) ( – , 950 , – , 2×1017 , 0.76 ) ( – , −2.8 , – , – , – , – )

[Song12]325 ( – ) ( 0 , 950 , – , 2×1017 , 0.76 ) ( – , −2.8 , – , – , – , – )

[Liu21]450 ( – ) ( – , 950 , – , 2×1017 , 0.76 ) ( – , −2.9 , – , – , – , – )

[Alba10]218 ( – ) ( 40 , 950 , – , 2×1017 , 0.76 ) ( −0.5 , −2.4 , – , – , – , −0.76 )

[Bell11]209 ( – ) ( 40 , 950 , – , 2×1017 , 0.76 ) ( −0.5 , −2.4 , – , – , – , −0.76 )

[Neil12]22 ( – ) ( 40 , 950 , – , 2×1017 , 0.76 ) ( −0.5 , −2.4 , – , 1 , 0 , – )

[Pezz13]207 ( – ) ( 40 , 950 , – , 2×1017 , 0.76 ) ( −0.5 , −2.4 , – , – , – , −0.76 )

[Megh15]390 ( – ) ( 40 , 950 , – , 2×1017 , 0.76 ) ( −0.5 , −2.4 , – , – , – , −0.76 )

[Zhou16]927 ( – ) ( 40 , 950 , – , 2×1017 , 1 ) ( – , – , – , – , – , – )

[Megh18]457 ( – ) ( 40 , 950 , – , – , – ) ( – , – , – , – , – , – )

[Megh18a]403 ( – ) ( 40 , 950 , – , 2×1017 , – ) ( – , – , – , – , – , – )

[Zegh19]404 ( – ) ( 40 , 950 , – , 2×1017 , 0.76 ) ( −0.5 , −2.4 , – , – , – , −0.76 )

[Zegh20]405 ( – ) ( 40 , 950 , – , 2×1017 , 0.76 ) ( 0.5 , 2.4 , – , – , – , 0.76 )

Hatakeyama et al.

[Hata03]392 ( – ) ( 0 , 954 , – , 1.28×1017 , 0.61 ) ( – , – , – , – , – , – )

[Nipo16a]795 ( – ) ( – , – , – , – , – ) ( – , – , – , – , – , – )

Balachandran, Chow, and Agarwal

[Bala05]362 ( – ) ( 40 , 950 , – , 2×1017 , 0.73 ) ( – , −2.4 , – , – , – , −0.76 )

[Nawa10]363 ( – ) ( 40 , 950 , – , 2×1017 , 0.73 ) ( 0 , −2.4 , – , – , – , −0.76 )

[Usma14]206 ( – ) ( 40 , 950 , – , 2×1017 , 0.73 ) ( 0 , −2.4 , – , – , – , −0.76 )

Habib, Wright, and Horsfall

[Habi11]351 ( – ) ( 40 , – , 910 , 2×1017 , 0.76 ) ( −1.538 , – , −2.397 , 0.75 , 0.722 , – )

[Loph18]448 ( ⊥ / ∥ ) ( 40 , 910/1100 , – , 2×1017 , 0.76 ) ( −1.536 , −2.4 , – , 0.75 , 0.722 , – )

[Rakh20]318 ( – ) ( – , 699.4 , – , – , – ) ( – , – , – , – , – , – )

Hatakeyama, Fukuda, and Okumura

[Hata13]144 ( – ) ( 5 , 1010 , – , 1.25×1017 , 0.65 ) ( −0.57 , −2.6 , – , 2.4 , −0.146 , – )

[Naug17]145 ( ⊥ ) ( 5 , 1010 , – , 1.25×1017 , 0.65 ) ( −0.57 , −2.6 , – , 2.4 , −0.146 , – )

[Jin24]517 ( – ) ( 5 , 1010 , – , 1.25×1017 , 0.65 ) ( – , – , – , – , – , – )

Kimoto and Cooper

[Kimo14a]43 ( ⊥ ) ( – , 1020 , – , 1.80×1017 , 0.6 ) ( – , −1.8 – −2.8 , – , – , – , – )

[Fuji17]900 ( – ) ( – , – , – , – , – ) ( – , – , – , – , – , – )

[Kimo19]68 ( ⊥ ) ( – , 1020 , – , 1.80×1017 , 0.6 ) ( – , −1.8 – −2.8 , – , – , – , – )

Stefanakis and Zekentes

[Stef14]15 ( ⊥ ) ( 28 , 950 , – , 1.94×1017 , 0.61 ) ( 0 , −2.4 , – , – , – , 0.73 )

[Trip19]150 ( – ) ( 28 , 950 , – , 1.94×1017 , 0.61 ) ( 0 , −2.4 , – , – , – , 0.73 )

FIG. 57. Reference chain for low field electron mobility models. are fundamental investigations,

research not focused on 4H and connections predicted from the used values.

occasions references were provided but the presented values could not be found therein142,448.

Some publications2,43,318 even present multiple models that contradict each other.

At last we want to discuss two previous reviews on mobility models, as we encountered prob-

lematic parameters. We begin with the analysis by Stefanakis and Zekentes 15 who investigated

six models and fitted a seventh to measurement results for holes. The model denoted as “Reggio
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Hole (dir) (µmin, µmax, µ0, Nref, δ ) (γmin, γmax, γ0, γref, γδ , γNNref)

Ruff

[Ruff93]753 ( – ) ( – , – , – , – , – ) ( – , – , – , – , – , – )

[Bion12]330 ( – ) ( – , – , 120 , 2×1017 , 0.3 ) ( – , – , −2 , – , – , – )

Ruff, Mitlehner, and Helbig

[Ruff94]369 ( – ) ( 5 , – , 70 , 1×1019 , 0.5 ) ( – , – , −3 , – , – , – )

[Nall99]439 ( – ) ( 20 , 350 , – , 1×1019 , 0.5 ) ( – , – , −3 , – , – , – )

Schaffer et al.

[Scha94]864 ( ⊥ ) ( 15.9 , 124 , – , 1.76×1019 , 0.34 ) ( – , – , – , – , – , – )

[Bako97]139 ( – ) ( 15.9 , – , 108.1 , 1.76×1019 , 0.34 ) ( – , – , −2.15 , – , – , – )

[Mcnu04]401 ( – ) ( 15.9 , – , 108.9 , 1.76×1019 , 0.34 ) ( – , – , −2.15 , – , – , – )

[Chen15]216 ( ∥ /⊥ ) ( 15.9 , – , 124 , 1.76×1019 , 0.34 ) ( −2.15 , – , −2.15 , – , – , – )

[Wang98]925 ( – ) ( 15.9 , – , 124 , 1.76×1019 , 0.34 ) ( – , −2.5 , – , – , – , – )

[Wang99]389 ( – ) ( 15.9 , – , 124 , 1.76×1019 , 0.34 ) ( – , −2.5 , – , – , – , – )

[Lade00]141 ( – ) ( 15.9 , 124 , – , 1.76×1019 , 0.34 ) ( – , −1.8 – −2.2 , – , – , – , – )

[Mori01]222 ( – ) ( 15.9 , 124 , – , 1.76×1019 , 0.34 ) ( – , – , – , – , – , – )

[Lee02]242 ( ⊥ ) ( 15.9 , – , 124 , 1.76×1019 , 0.34 ) ( – , −2.15 , – , – , – , – )

[Li03]402 ( – ) ( 15.9 , – , 124 , 1.76×1019 , 0.34 ) ( – , – , −2 , – , – , – )

[Megh18]457 ( – ) ( 15.9 , 125 , – , – , – ) ( – , – , – , – , – , – )

[Megh18a]403 ( – ) ( 15.9 , 125 , – , 1.76×1019 , – ) ( – , – , – , – , – , – )

[Zegh19]404 ( – ) ( 15.9 , 125 , – , 1.76×1019 , 0.34 ) ( −0.5 , −2.15 , – , – , – , −0.34 )

[Zegh20]405 ( – ) ( 15.9 , 125 , – , 1.76×1019 , 0.34 ) ( 0.5 , 2.15 , – , – , – , 0.34 )

[Zhao03]229 ( – ) ( 15.9 , – , 124 , 1.76×1019 , 0.34 ) ( – , – , −2 , – , – , – )

[Das15]353 ( – ) ( 15.9 , – , 124 , 1.76×1019 , 0.34 ) ( – , – , −2 , – , – , – )

[Ayal04]48 ( – ) ( 15.9 , 125 , – , 1.76×1019 , 0.34 ) ( −0.5 , −2.15 , – , – , – , – )

[Maxi23]313 ( – ) ( 15.9 , 125 , – , 1.76×1019 , 0.34 ) ( −0.5 , −2.15 , – , – , – , – )

[Bros04]546 ( – ) ( 15.9 , 124 , – , 1.76×1019 , 0.34 ) ( 0 , −2.15 , – , – , – , 0 )

[Adac05]35 ( – ) ( 15.9 , 124 , – , 1.76×1019 , 0.34 ) ( – , – , – , – , – , – )

[Schr06]210 ( – ) ( 15.9 , 124 , – , 1.76×1019 , 0.34 ) ( – , – , – , – , – , – )

[Tama08a]324 ( – ) ( – , 124 , – , 1.76×1019 , 0.34 ) ( – , −2.8 , – , – , – , – )

[Liu21]450 ( – ) ( – , 125 , – , 1.76×1017 , 0.34 ) ( – , −2.8 , – , – , – , – )

[Zhan09]926 ( – ) ( 15.9 , – , 124 , 1.76×1019 , 0.34 ) ( – , – , −2 , – , – , – )

[Khal12]386 ( – ) ( 15.9 , 124 , – , 1.76×1017 , 0.34 ) ( – , −2 , – , – , – , – )

[Alba10]218 ( – ) ( 15.9 , 125 , – , 1.76×1017 , 0.34 ) ( −0.5 , −2.15 , – , – , – , −0.34 )

[Zhan10]452 ( – ) ( 15.9 , – , 124 , 1.76×1019 , 0.34 ) ( – , – , −2 , – , – , – )

[Bell11]209 ( – ) ( 15.9 , 125 , – , 1.76×1019 , 0.34 ) ( −0.5 , −2.15 , – , – , – , −0.34 )

[Lutz11]415 ( – ) ( 15.9 , 124 , – , 1.76×1019 , 0.34 ) ( – , −2.15 , – , – , – , – )

[Buon12]66 ( – ) ( – , – , 108.1 , 1.76×1019 , 0.34 ) ( – , – , −2.15 , – , – , – )

[Song12]325 ( – ) ( 0 , 124 , – , 1.76×1019 , 0.34 ) ( – , −2.8 , – , – , – , – )

[Pezz13]207 ( – ) ( 15.9 , 125 , – , 1.76×1019 , 0.34 ) ( −0.5 , −2.15 , – , – , – , −0.34 )

[Chen15]216 ( ∥ /⊥ ) ( 15.9 , – , 124 , 1.76×1019 , 0.34 ) ( −2.15 , – , −2.15 , – , – , – )

[Megh15]390 ( – ) ( 15.9 , 124 , – , 1.76×1017 , 0.34 ) ( −0.5 , −2.15 , – , – , – , −0.34 )

[Joha16]395 ( – ) ( 15.9 , 124 , – , 1.76×1019 , 0.34 ) ( – , −2.15 , – , – , – , – )

[Arva17]146 ( – ) ( 15.9 , 125 , – , 1.76×1019 , 0.34 ) ( −0.57 , −2.15 , – , – , – , – )

[Lutz18]449 ( – ) ( 15.9 , 124 , – , 1.76×1019 , 0.34 ) ( – , −2.15 , – , – , – , – )

[Arva19]582 ( ⊥ ) ( 16 , 125 , – , 1.76×1019 , 0.34 ) ( – , – , – , – , – , – )

[Joha19]417 ( – ) ( – , 20 , – , – , – ) ( – , – , – , – , – , – )

[Yang22]213 ( – ) ( – , – , – , – , – ) ( – , – , – , – , – , – )

Wright et al.

[Wrig98]171 ( – ) ( 74 , – , 43 , 1.43×1017 , 1 ) ( −0.57 , – , −2.7 , 2.55 , – , – )

[Bali19]173 ( – ) ( – , 120 , – , – , – ) ( – , −3.4 , – , – , – , – )

Mnatsakanov, Pomortseva, and Yurkov

[Mnat01]888 ( – ) ( 33 , 117 , – , 1×1019 , 0.5 ) ( – , – , – , – , – , – )

[Mnat02]869 ( – ) ( 33 , 117 , – , 1×1019 , 0.5 ) ( – , – , – , – , – , – )

Hatakeyama et al.

[Hata03]392 ( – ) ( 15.9 , 120 , – , 1.80×1018 , 0.65 ) ( – , – , – , – , – , – )

[Nego04]814 ( – ) ( 16 , 120 , – , 1.80×1018 , 0.65 ) ( – , – , – , – , – , – )

[Nipo16a]795 ( – ) ( – , – , – , – , – ) ( – , – , – , – , – , – )

Balachandran, Chow, and Agarwal

[Bala05]362 ( – ) ( 53.3 , 105.4 , – , 2.20×1018 , 0.7 ) ( – , −2.1 , – , – , – , – )

[Nawa10]363 ( – ) ( 53.3 , 105.4 , – , 2.20×1018 , 0.7 ) ( 0 , −2.1 , – , 0 , – , – )

[Usma14]206 ( – ) ( 53.3 , 105.4 , – , 2.20×1018 , 0.7 ) ( 0 , −2.1 , – , – , – , 0 )

Koizumi, Suda, and Kimoto

[Koiz09]120 ( – ) ( 0 , 114.1 , – , 5.38×1018 , 0.66 ) ( 0 , −2.72 , – , – , −0.35 , 2.44 )

[Stef14]15 ( ⊥ ) ( 0 , 114 , – , 5.38×1018 , 0.66 ) ( 0 , −2.72 , – , – , −0.35 , 2.44 )

[Trip19]150 ( – ) ( 0 , 114 , – , 1×1016 , 0.7 ) ( 0 , −2.72 , – , – , – , 2.44 )

Hatakeyama, Fukuda, and Okumura

[Hata13]144 ( – ) ( 0 , 113.5 , – , 2.40×1018 , 0.69 ) ( −0.57 , −2.6 , – , 2.9 , −0.2 , – )

[Naug17]145 ( ⊥ ) ( 0 , 113.5 , – , 2.40×1018 , 0.69 ) ( −0.57 , −2.6 , – , 2.9 , −0.2 , – )

[Loph18]448 ( ∥ /⊥ ) ( 0 , 114 , – , 2.40×1018 , 0.69 ) ( −0.57 , −2.6 , – , 2.9 , −0.2 , – )

[Rakh20]318 ( – ) ( – , 105.6 , – , – , – ) ( – , – , – , – , – , – )

[Guo25]928 ( – ) ( – , 113.5 , – , 2.40×1018 , 0.69 ) ( – , – , – , – , – , – )

Kimoto and Cooper

[Kimo14a]43 ( ⊥ ) ( – , 118 , – , 2.20×1018 , 0.7 ) ( – , −1.8 – −2.5 , – , – , – , – )

[Fuji17]900 ( – ) ( – , – , – , – , – ) ( – , – , – , – , – , – )

[Kimo19]68 ( – ) ( – , 118 , – , 2.20×1018 , 0.7 ) ( – , – , – , – , – , – )

[Huan22b]387 ( – ) ( 0 , 118 , – , 2.20×1018 , 0.7 ) ( – , – , – , – , – , – )

Tanaka et al.

[Tana18]70 ( – ) ( 0 , 110/95 , – , 3×1018/1×1019 , 0.6/0.7 ) ( 0 , −3/−2.1 , – , – , – , −1.8/−1.5 )

[Kaji21]812 ( – ) ( – , 95 , – , 1×1019 , 0.71 ) ( – , −2.1 , – , – , – , −1.5 )

FIG. 58. Reference chain for low field hole mobility models. are fundamental investigations,

polytypes other than 4H and connections implied by the values used in the publication.

Calabria Uni.” was cited from Pezzimenti 207 but goes back to Schaffer et al. 864 for holes and

Roschke and Schwierz 38 for electrons. In addition, the shown parameters for this model contain

some flaws: δ of the electrons should be 0.76 instead of 0.34, while γNNref of the holes should

be −0.34 instead of −0.76. A similar confusion occurred for the values of the model denoted as

“Nawaz”363, which used for the electrons δ = 0.73 instead of the stated 0.34 and γNNref =−0.76
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instead of 0.73. For holes µmin should be 53.3 cm2/(Vs) instead of the stated 15.3 cm2/(Vs). The

authors also fitted the measurements presented by Koizumi, Suda, and Kimoto 120 but extracted

Nref at a temperature of 400 K instead of 300 K. The value γNNref = 2.44 further inferred a de-

crease of Nref with rising temperature, but the measurements showed the opposite. Finally, there

is a typographical error in δ of the proposed model for electrons, which should be 0.61 instead of

the proposed −0.61.

The second overview paper was published by Tian et al. 16 . For the values cited from Nawaz 363

δ of the electrons should be 0.73 instead of the stated 0.34 and γNNref =−0.76 instead of 0.73. For

holes µmin should be 53.3 cm2/(Vs) instead of 15.3 cm2/(Vs). Surprisingly, these are the same

discrepancies that we discovered for the review discussed in the last paragraph. Despite these

variations, the values from Nawaz 363 achieved the best results and was chosen for the simulations

by the authors. For an other approach, the maximum mobility for electrons was changed from

950 cm2/(Vs)66 to 947 cm2/(Vs). The model proposed by Megherbi et al. 457 was extended by a

temperature scaling, which matched an earlier publication by the same authors390 with deviations

for γNNref (0 instead of −0.76 for electrons and −0.34 for holes).

The models called “Bakowski” by Stefanakis and Zekentes 15 and “Gustaffson” by Tian et al. 16

share the same values, which were primarily adopted from Schaffer et al. 864 . However, the origin

of µmin = 88cm2/(Vs) for electrons and µmin = 74cm2/(Vs) for holes is indeterminate. Both

reviews denoted Bakowski, Gustafsson, and Lindefelt 139 as the model source, but we were unable

to locate it there. In fact, Wright et al. 171 , Wright 226 first proposed the stated values in the 1990s

and provided as reference the publication by Arora, Hauser, and Roulston 862 . In that investigation

of silicon the authors stated for the electron mobility µmin = 88.3cm2/(Vs) at 300K and µmin =

73.78cm2/(Vs) at 400K, which seemingly got adapted by Wright et al. 171 . A comprehensive

listing of all inconsistencies for the mobility can be found in Section A 7.

3. High-Field Mobility

Early publications on SiC had to rely on silicon parameters for the high-field mobility369, but

starting from the year 1995 we identified 20 investigations of the electric field dependency of elec-

tron and hole velocities68,72,166–168,175,184,536,854,887,890–895. For this purpose, simulations and mea-

surements were used to the same extent. The achieved parameters for electrons (see Table XXXII)

reveal saturation velocities in the range from a few 106 V/cm to a few 107 V/cm. Hjelm, Bertils-
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FIG. 59. Statistical evaluation of electron saturation velocity. Shown are the 0th, 25th, 50th, 75th and 100th

quartile. The mean value is added in numerical form.

son, and Nilsson 929 investigated the saturation velocity for varying field angle in respect to the

steps in the interface, which reduced with increasing angle.

A statistical interpretation shows that the values parallel to the c-axis and those without direc-

tion information have a similar mean value (see Fig. 59) but also a considerable uncertainty. For

the direction perpendicular to the c-axis the results agree better and indicate a higher velocity.

Exceptions are the investigations by Mickevičius and Zhao 166 and Joshi 323 , whose parallel values

were larger than their perpendicular ones. Hatakeyama et al. 514 estimated the anisotropy based

on impact ionization coefficients, which are also higher for the perpendicular direction (see Sec-

tion IX) and Hjelm, Bertilsson, and Nilsson 929 explained it by the anisotropy in the band structure.

Hatakeyama, Fukuda, and Okumura 144 obtained a ratio of v∥sat/v⊥sat = 0.6.

The hole saturation velocity is lower than the electron one but v⊥sat > v∥sat is still satisfied (see

Table XXXIII). Hatakeyama, Fukuda, and Okumura 144 calculated a ratio of v∥sat/v⊥sat = 0.8. The

key difference to electrons is the amount of conducted investigations. We only found six pub-

lications focusing on holes starting in the year 2000, whereat the latest was published a decade

ago. In consequence, the value of the hole saturation velocity is often just assumed43,146 or set

equal to the electron one146,207,248,318,369,389. Vasconcelos, Rodrigues, and Luzzi 176 calculated

the field dependency but only up to F = 200kV/cm, where they obtained v⊥ ≈ 5×106 cm/s and

v∥ ≈ 1×106 cm/s. A fit of Guo et al. 928 to these values predicted vsat = 1×107 cm/s.

We mentioned in the introduction that Monte-Carlo simulations revealed a maximum in the

charge carrier velocity, followed by a decrease with increasing field

strengths22,72,166,168,175,184,227,424,465,536,854,857. Lv et al. 857 used the model introduced in Eq. (106)
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TABLE XXXII. High field mobility parameters in Eq. (103) for electrons.

ref. vsat v⊥sat v∥sat β γsat γβ T Ka method

[cm/s] [cm/s] [cm/s] [1] [1] [1] [K]

[Ruff94]369b 2×107 – – 2 – – – – –

[Josh95]323 – 2.10×107 2.70×107 – – – 300 C MC

[Nils96]227 – 2.10×107 1.80×107 – – – 300 C MC

[Khan98]893 – 2.08×107c – 0.825 – – 300 C NPC

[Mick98]166 – 2×107 2.50×107 1 – – 300 C MC

[Khan00]895 – 2.2×107 – 1.2 – – 296 C NPC

– 1.6×107 – 2.2 – – 593 C NPC

[Lade00]141d – 2.20×107 – 1.2 −0.44 1 – – FIT

[Nils00]536 – 2.26×107 1.64×107 – – – – C MC

[Sank00]930 3.30×106 – – – – – – C BIV

[Vass00]931 – – 8×106 – – – 300 C DIV

– – 7.5×106 – – – 460 C DIV

[Zhao00]167 – – 1.83×107 – – – – C MCP

[Bert01]886 – 2.10×107 1.70×107 0.84/1.1e – – – C MC

[Rosc01]38f 2.40×107 – – 0.85 –g –g 300 – FIT

[Hjel03]184 – 2.12×107 1.58×107 – – – – C EPM

[Bert04a]854h – 2×107 1.70×107 0.9/1.1e –f –f 300 – FIT

[Arda05]891 – 1.40×107 – – – – 293 C NPC

[Aktu09]168 1.60×107 – – – – – 300 C MC DFT-DOS

[Donn09]219 – 1.85×107 – – – – 296 C MC

– 1.5×107 – – – – 593 C MC

[Sun10]932 1.80×107 – – – – – 300 C MC

[Hata13]144i – 2.20×107 – 1.2 −0.46 0.88 – – FIT

[Das15]353 2×107 – – 1 0.87 0.66 – – –

[Bela22]890 8.70×106 – – 2 – – – C CCh

[Jais24]896 2×107 – – – – – – C DIV

[Tana24]424 – 1.40×107 – – – – 300 – –

a type of mobility: Hall (H), conductivity (C)
b β taken from Silicon
c Value extrapolated. Highest measured velocity was 1.5×107 cm/s.
d fitted to895

e values of β ⊥ / ∥ to c-axis
f fitted to895

g temperature scaling according to Eq. (104)
h fitted to227

i fitted to141,895
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TABLE XXXIII. High field mobility parameters in Eq. (103) for holes.

ref. vsat v⊥sat v∥sat β γsat γβ T Ka method

[cm/s] [cm/s] [cm/s] [1] [1] [1] [K]

[Ruff94]369b 2×107 – – – – – – – –

[Nils00]536 – 1.10×107 6.50×106 – – – – C MC

[Zhao00]167 – – 8.60×106 – – – – C MCP

[Hjel03]184 – 1.08×107 7.30×106 – – – – C EPM

[Aktu09]168 1×107 – – – – – – C MC DFT-DOS

[Kimo14a]43c 1.30×107 – – – – – – – –

[Das15]353 2×107 – – 1.213 0.52 0.17 – – –

[Guo25]928d 1×107 – – 1.2 – – – – FIT

a type of mobility: Hall (H), conductivity (C)
b vsat set equal to electron saturation velocity
c values estimated
d fitted to176,895,933

with the parameter shown in Eq. (125) to model this “overshoot”22,318,857.

µ0 = 0.17µ1 , α =−1.95 , β = 3

F0 = 3.05×104 V/cm , F1 = 2.8×105 V/cm , vmax = 4.8×107 cm/s
(125)

Interestingly, none of the publications that presented these decreasing velocities used the term

“overshoot”. Instead, the peak value, i.e., the maximum, was denoted as the saturation velocity.

The question remains whether the decrease in velocity is real or just a simulation artifact, also

because this effect has yet to be seen in experiments318. Nilsson, Sannemo, and Petersson 227 ex-

plained the pronounced peak in the velocity due to band bending at the zone boundaries, which

decreases the energy gradient there and Tanaka, Kimoto, and Mori 538 named Bloch oscillations as

the main reason424. Mickevičius and Zhao 166 stated that, within their simplified analytical band

model, the velocity decreased at high electric fields due to conduction band non-parabolicity at

higher energies. The authors then showed on 3C-SiC that impact ionization cools the electrons

down, which effectively increased their velocity, resulting in a constant velocity at high fields.

However, later studies that also took impact ionization into account still observed a velocity de-

crease536,929. In the majority of cases the decrease is simply not commented, although the velocity

can decrease up to one order of magnitude167,854,886,932. Exceptional are the results presented by
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[Khan98]893 ⊥ [Mick98]166 ⊥ [Mick98]166 ∥ [Khan00]895 ⊥ [Khan00]895 ⊥ [Bert01]886 ⊥
[Bert01]886 ∥ [Rosc01]38 [Bert04a]854 ⊥ [Bert04a]854 ∥ [Das15]353 [Bela22]890

[Lv04]857 (106)

FIG. 60. Electron carrier velocity with varying field for µlow = 400cm2/(Vs). The models are only plotted

in the range used for the characterization.

Akturk et al. 168 , whose electron velocity stabilized at 7× 106 cm/s after passing the peak value

of 1.6×107 cm/s. The predicted hole velocity passes a saddle point, i.e., it further increased for

high fields.

The models show a good agreement for varying field strengths (see Fig. 60). The first de-

viations among the model are visible already at a few kV/cm, whereat considerable deviations

from the low field mobility are detectable around 10 kV/cm173. This is significantly smaller than

the 200 kV/cm proposed by Lophitis et al. 448 . We were unable to recreate the plots shown by

Lv et al. 857 with the provided parameters (see Eq. (125)). In the paper a continuously decreas-

ing derivative of v is visible with increasing field strength, with a peak at F = E1 and a value of

v = 1×107 cm/s at F = 2×106 V/cm. We do not explicitly show the results for holes as we only

found a single model in literature.

The temperature dependency of the high-field velocity was measured by Khan and Cooper 893893,895

and investigated by simulations227,465,854. With increasing temperature the velocity decreases (see

Fig. 61). Later these results were numerically fitted141,144. Lades 141 used a linear fit for the

exponent β such that the value published by Khan and Cooper 895 for 620 K could not be per-

fectly matched (2.2 vs. 2.4). The values published by Das and Duttagupta 353 predict a steep

increase of the velocity with temperature also for holes. Since this is the only fit for holes we

found, further comments about its accuracy are impossible. We did not include the results by
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[Lade00]141 ⊥ (95) [Rosc01]38 (104) [Bert04a]854 ⊥ (104) [Bert04a]854 ∥ (104) [Das15]353 (95)

[Josh95]323 ⊥ [Josh95]323 ∥ [Nils96]227 ⊥ [Nils96]227 ∥ [Mick98]166 ⊥
[Mick98]166 ∥ [Khan00]895 ⊥ [Donn09]219 ⊥

FIG. 61. Temperature dependency of electron velocity for F = 106 V/cm and µlow = 450cm2/(Vs). The

dashed line shows the model by Roschke and Schwierz 38 with d = 0.8 and vmax = 5.56× 107 cm/s in

Eq. (104).

TABLE XXXIV. Model parameters for temperature dependent carrier velocity in Eq. (104) and Eq. (105).

ref. dir vmax d β0 Tref a b c

[cm/s] [1] [1] [K] [1] [K] [1/K]

[Rosc01]38a - 4.77×107 0.6 0.816 327 4.27×10−2 98.4 0

[Bert04a]854b ⊥ 2.77×107 0.23 0.6 0 0 ∞ 10−3

∥ 2.55×107 0.3 1.01 0 0 ∞ 3×10−4

a fitted to227,895

b fitted to simulations by Nilsson, Sannemo, and Petersson 227

Hatakeyama, Fukuda, and Okumura 144 in the plot for improved readability due to a high similar-

ity with Lades 141 .

Roschke and Schwierz 38 and Bertilsson, Harris, and Nilsson 854 used the models in Eq. (104)

and Eq. (105) with the parameters shown in Table XXXIV. Multiple investigations22,218,389,547

later reused these values. For Eq. (104) we regularly found d = 0.8369,389,488, which we could

trace back to the publication by Jacoboni et al. 878 . Another popular value, d = 0.622,38,857, was

referenced from an early edition of Sze and Ng 236 , but the version we used in this review also

stated d = 0.8. This indicates that d = 0.6 is outdated.
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vsat
[Ostl24]195 [Elah17]1942

[Sank00]9303.30×106

[Zhan08]9078×106

[Bela22]8908.70×106

[Nawa10]3631.50×107

[Aktu09]1681.60×107

[Liu21]450 [Sun10]9321.80×107

[Jais24]896 [Pear23]135 [Mukh23]459

[Lang22]433 [Dena22]2 [Zegh20]405

[Mukh20a]460 [Mats20]477 [Sole19]200

[Guo19]461 [Pear18]199 [Lutz18]449

[Hass18]190 [Lebe17]37 [Chow17]234

[Arvi17]133 [Uhne15]414 [Mant15]462

[Fuji15]189 [Das15]353 [Chen15]216

[Usma14]206 [Pezz13]207 [Pell13]235

[Neud13]17 [Mant13]217 [Neil12]22

[Khal12]386 [Bion12]330 [Wije11]132

[Ostl11a]919 [Ostl11]183 [Lutz11]415

[Gerh11]409 [Butt11]188 [Beye11]18

[Zhan10]452 [Su10]181 [Dhan10]179

[Alba10]218 [Zhan09]926 [Zhu08]131

[Pezz08]134 [Cha08]440 [Sze07]236

[Mill07]237 [Zhao06]917 [Will06]479

[Neud06]130 [Resh05]201 [Pens05]7

[Bhat05]220 [Ozpi04]185 [Mats04a]868

[Cole04]221 [Chow04]239 [Hudg03]426

[Han03]165 [Elas03]230 [Doga03]935

[Zhan02]240 [Zett02]182 [Trew02]241

[Powe02]62 [Masr02]445 [Lee02]242

[Elas02]180 [Neud01]128 [Nall00]522

[Elas00]231 [Dmit00]244 [Codr00]158

[Chow00a]245 [Chow00]178 [Nall99]439

[Lebe99]399 [Burk99]162 [Bell99]72

[Agar99]438 [Wrig98]171 [Weit98]170

[Shah98]247 [Rosc98]248 [Trew97]467

[Srir97]164 [Chow97]250 [Chel97]232

[Yode96]202 [Wrig96]226 [Weit96]160

[Chow96]251 [Agar96]474 [Neud95]468

[Weit94]906 [Ruff94]369 [Gotz93]271

[Bhat93]157 [Powe89]936 [V.mu77a]934

2×107

[Bane21]1552.12×107

[Lech21]142 [Chou21]147 [Bere21]422

[Rakh20]318 [Jiya20]1 [Trip19]150

[Joha19]417 [Bali19]173 [Resc18]421

[Arva17]146 [Kimo15]228

[Kimo14a]43 [Schr06]210 [Bros04]546

2.20×107

[Rosc01]382.40×107

[Wang99]389 [Itoh96]3462.70×107

v⊥sat

[Tana24]424

[Arda05]8911.40×107

[Donn09]2191.85×107

[Bert04a]854

[Mick98]1662×107

[Khan98]8932.08×107

[Bert01]886

[Nils96]227

[Josh95]323
2.10×107

[Hjel03]1842.12×107

[Khan00b]894

[Khan00]8952.2×107

[Jin24]517

[Chen20]887

[Kimo19]68

[Arva19]582

[Loph18]448

[Naug17]145

[Hata13]144

[Ayal04]48

[Lade00]141

2.20×107

[Nils00]5362.26×107

v∥sat

[Vass00]9318×106

[Naug17]1451.20×107

[Jin24]5171.32×107

[Hjel03]1841.58×107

[Nils00]5361.64×107

[Bert04a]854

[Bert01]8861.70×107

[Nils96]2271.80×107

[Zhao00]1671.83×107

[Loph18]4481.90×107

[Nava08]63

[Pers05]114

[Casa96]136
2×107

[Mick98]1662.50×107

[Josh95]3232.70×107

FIG. 62. Electron saturation velocity values used in literature. are fundamental investigations and

research not focused on 4H.

In simple overviews the electron saturation velocity is dominantly denoted as 2× 107 cm/s

(see Fig. 62). This popular value was already reported by V. Muench and Pettenpaul 934 for 6H,

as pointed out by Khan and Cooper 893 , and then reused for 4H. Three investigations166,353,896

achieved the same value also for 4H. Slightly lower/higher values are also available but are cited

not nearly as prominently.

For holes very similar values were proposed (see Fig. 63) but, again, in less amount. The fact
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vsat
[Shah98]2471×106

[Liu21]4508×106

[Guo25]928 [Nawa10]363 [Aktu09]1681×107

[Bane21]1551.08×107

[Kimo19]68 [Bali19]173

[Kimo15]228 [Kimo14a]431.30×107

[Zegh20]405 [Das15]353 [Chen15]216

[Usma14]206 [Pezz13]207

[Khal12]386 [Bion12]330 [Beye11]18

[Zhan10]452 [Zhan09]926 [Cha08]440

[Bhat05]220 [Keme02]243 [Nall99]439

[Wrig98]171 [Wrig96]226 [Ruff94]369

2×107

[Lech21]142 [Chou21]147

[Rakh20]318 [Loph18]448 [Arva17]1462.20×107

[Wang99]3892.70×107

v⊥sat

[Naug17]145

[Hata13]1441×107

[Hjel03]1841.08×107

[Nils00]5361.10×107

[Arva19]5822.20×107

v∥sat

[Nils00]5366.50×106

[Hjel03]1847.30×106

[Naug17]1458×106

[Zhao00]1678.60×106

FIG. 63. Hole saturation velocity values used in literature. are fundamental investigations and

research not focused on 4H.

that the most popular value is equal to electrons indicates that this value was reused for holes as

well. Considering the high impact ionization coefficient of holes and its importance for a wide

range of devices, more data will be required for the high-field behavior of holes in the future.

The reference chain for electrons (see Fig. 64) confirms our earlier intuition. The value vsat =

2×107 cm/s could not be traced back to any 4H based publication. Instead, it is mentioned often

without proper references. The analysis shows, similar to the low-field mobility, that small clusters

are formed, especially for the most prominent values. This is a sign that the respective values are

commonly accepted within the community. On the bright side eight fundamental investigations

were referenced at least once.

The reference chain for holes (see Fig. 65) paints a similar picture. Small clusters for the most

prominent values are formed, but also four out of the seven fundamental investigations directly

referenced. In addition, we see for many entries blank lines, which indicates that the cited publi-

cation did not state any values. This shows that values were misused, e.g., by using the electron

saturation velocity for holes318.

4. Carrier-Carrier Scattering

The only investigation of carrier-carrier scattering in 4H-SiC we found was conducted by

Lades 141 , who started from the parameters of Eq. (108) for silicon and scaled them until the
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Electron (vsat, v⊥sat, v∥sat) (γsat, β , γβ , Tsat)

Powell and Matus

[Powe89]936 ( 2×107 , – , – ) ( – , – , – , – )

[Gotz93]271 ( 2×107 , – , – ) ( – , – , – , – )

Ruff, Mitlehner, and Helbig

[Ruff94]369 ( 2×107 , – , – ) ( – , 2 , – , – )

[Nall99]439 ( 2×107 , – , – ) ( −0.5 , 2 , – , – )

[Nall00]522 ( 2×107 , – , – ) ( −0.5 , 2 , – , – )

[Cha08]440 ( 2×107 , – , – ) ( −0.5 , 2 , – , – )

Weitzel et al.

[Weit94]906 ( 2×107 , – , – ) ( – , – , – , – )

[Wrig96]226 ( 2×107 , – , – ) ( – , 2 , – , – )

Harris and Inspec

[Harr95]6 ( – , – , – ) ( – , – , – , – )

[Bell99]72 ( 2×107 , – , – ) ( – , – , – , – )

Joshi

[Josh95]323 ( – , 2.70×107 , 2.10×107 ) ( – , – , – , 300 )

[Itoh96]346 ( 2.70×107 , – , – ) ( – , – , – , – )

[Wang99]389 ( 2.70×107 , – , – ) ( – , 2 , – , – )

Casady and Johnson

[Casa96]136 ( – , 2×107 , – ) ( – , – , – , – )

[Gerh11]409 ( 2×107 , – , – ) ( – , – , – , – )

Chow and Ghezzo

[Chow96]251 ( 2×107 , – , – ) ( – , – , – , – )

[Hudg03]426 ( 2×107 , – , – ) ( – , – , – , – )

Yoder

[Yode96]202 ( 2×107 , – , – ) ( – , – , – , – )

[Neil12]22 ( 2×107 , – , – ) ( – , – , – , – )

Sriram et al.

[Srir97]164 ( 2×107 , – , – ) ( – , – , – , – )

[Han03]165 ( 2×107 , – , – ) ( – , – , – , – )

Trew

[Trew97]467 ( 2×107 , – , – ) ( – , – , – , – )

[Codr00]158 ( 2×107 , – , – ) ( – , 1 , – , – )

Roschke et al.

[Rosc98]248 ( 2×107 , – , – ) ( – , 2 , – , – )

[Mukh20a]460 ( 2×107 , – , – ) ( – , – , – , – )

Weitzel

[Weit98]170 ( 2×107 , – , – ) ( – , – , – , – )

[Neud01]128 ( 2×107 , – , – ) ( – , – , – , – )

[Neud06]130 ( 2×107 , – , – ) ( – , – , – , – )

[Wije11]132 ( 2×107 , – , – ) ( – , – , – , – )

[Lang22]433 ( 2×107 , – , – ) ( – , – , – , – )

[Arvi17]133 ( 2×107 , – , – ) ( – , – , – , – )

[Mukh23]459 ( 2×107 , – , – ) ( – , – , – , – )

Wright et al.

[Wrig98]171 ( 2×107 , – , – ) ( – , 2 , – , – )

[Bali19]173 ( 2.20×107 , – , – ) ( – , 1.25 , – , – )

Chow

[Chow00]178 ( 2×107 , – , – ) ( – , – , – , – )

[Dmit00]244 ( 2×107 , – , – ) ( – , – , – , – )

[Elas02]180 ( 2×107 , – , – ) ( – , – , – , – )

[Su10]181 ( 2×107 , – , – ) ( – , – , – , – )

[Dhan10]179 ( 2×107 , – , – ) ( – , – , – , – )

Khan and Cooper

[Khan00]895 ( – , – , 2.2×107/1.6×107 ) ( – , 1.2/2.2 , – , 296/593 )

[Khan00b]894 ( – , – , 2.2×107/1.6×107 ) ( – , 1.2/2.2 , – , 296/593 )

[Bion12]330 ( 2×107 , – , – ) ( – , 2 , – , – )

[Kimo19]68 ( – , – , 2.20×107 ) ( – , – , – , – )

[Chen20]887 ( – , – , 2.20×107 ) ( – , 1.2 , – , – )

Lades

[Lade00]141 ( – , – , 2.20×107 ) ( −0.44 , 1.2 , 1 , – )

[Ayal04]48 ( – , – , 2.20×107 ) ( −0.44 , 1.2 , 1 , – )

[Lech21]142 ( 2.20×107 , – , – ) ( 0.44 , 1.2 , 1 , – )

[Schr06]210 ( 2.20×107 , – , – ) ( −0.44 , 1.2 , 1 , – )

[Arva17]146 ( 2.20×107 , – , – ) ( 0.44 , 1.2 , 1 , – )

[Arva19]582 ( – , – , 2.20×107 ) ( – , 1.2 , – , – )

[Chou21]147 ( 2.20×107 , – , – ) ( – , – , – , – )

[Loph18]448 ( – , 1.90×107 , 2.20×107 ) ( −0.44 , 1.2 , 1 , – )

[Rakh20]318 ( 2.20×107 , – , – ) ( – , – , 1.2 – 2 , – )

Nilsson et al.

[Nils00]536 ( – , 1.64×107 , 2.26×107 ) ( – , – , – , – )

[Bion12]330 ( 2×107 , – , – ) ( – , 2 , – , – )

Vassilevski et al.

[Vass00]931 ( – , 8×106/7.5×106 , – ) ( – , – , – , 300/460 )

[Zhan08]907 ( 8×106 , – , – ) ( – , – , – , – )

Zhao et al.

[Zhao00]167 ( – , 1.83×107 , – ) ( – , – , – , – )

[Liu21]450 ( 1.80×107 , – , – ) ( – , 2 , – , – )

Zetterling

[Zett02]182 ( 2×107 , – , – ) ( – , – , – , – )

[Ostl11a]919 ( 2×107 , – , – ) ( – , – , – , – )

[Ostl11]183 ( 2×107 , – , – ) ( – , – , – , – )

[Pell13]235 ( 2×107 , – , – ) ( – , – , – , – )

Zhang

[Zhan02]240 ( 2×107 , – , – ) ( – , – , – , – )

[Trew02]241 ( 2×107 , – , – ) ( – , – , – , – )

Hjelm et al.

[Hjel03]184 ( – , 1.58×107 , 2.12×107 ) ( – , – , – , – )

[Bane21]155 ( 2.12×107 , – , – ) ( – , 1.2 , – , – )

Li et al.

[Li03]402 ( – , – , – ) ( – , – , – , – )

[Zegh20]405 ( 2×107 , – , – ) ( – , 2 , – , – )

Ozpineci

[Ozpi04]185 ( 2×107 , – , – ) ( – , – , – , – )

[Uhne15]414 ( 2×107 , – , – ) ( – , – , – , – )

Baliga

[Bali06]172 ( – , – , – ) ( – , – , – , – )

[Mant15]462 ( 2×107 , – , – ) ( – , – , – , – )

Sze and Ng

[Sze07]236 ( 2×107 , – , – ) ( – , – , – , – )

[Neud95]468 ( 2×107 , – , – ) ( – , – , – , – )

[Doga03]935 ( 2×107 , – , – ) ( – , – , – , – )

[Zhu08]131 ( 2×107 , – , – ) ( – , – , – , – )

zhang et al.

[Zhan09]926 ( 2×107 , – , – ) ( – , 2 , – , – )

[Khal12]386 ( 2×107 , – , – ) ( – , 2 , – , – )

Buttay et al.

[Butt11]188 ( 2×107 , – , – ) ( – , – , – , – )

[Fuji15]189 ( 2×107 , – , – ) ( – , – , – , – )

Hatakeyama, Fukuda, and Okumura

[Hata13]144 ( – , – , 2.20×107 ) ( −0.46 , 1.2 , 0.88 , – )

[Naug17]145 ( – , 1.20×107 , 2.20×107 ) ( – , – , – , – )

[Joha19]417 ( 2.20×107 , – , – ) ( – , 1.2 , – , – )

[Jin24]517 ( – , 1.32×107 , 2.20×107 ) ( – , 1.2 , – , – )

Neudeck

[Neud13]17 ( 2×107 , – , – ) ( – , – , – , – )

[Mant13]217 ( 2×107 , – , – ) ( – , – , – , – )

[Hass18]190 ( 2×107 , – , – ) ( – , – , – , – )

[Jiya20]1 ( 2.20×107 , – , – ) ( – , – , – , – )

Kimoto and Cooper

[Kimo14a]43 ( 2.20×107 , – , – ) ( – , – , – , – )

[Elah17]194 ( 2 , – , – ) ( – , – , – , – )

[Ostl24]195 ( 2 , – , – ) ( – , – , – , – )

[Resc18]421 ( 2.20×107 , – , – ) ( – , – , – , – )

[Bere21]422 ( 2.20×107 , – , – ) ( – , – , – , – )

FIG. 64. High-field mobility reference chain for electrons.

results fit to 4H-SiC measurements. In this fashion the values shown in Eq. (126) were achieved,

which are already reused at various occasions48,150,210

D = 6.9×1020/(cmVs) , F = 7.452×1013/cm2 (126)

We found further sources that were not suited for this review: Onoda et al. 885 proposed values

for 6H and Bhatnagar et al. 220 separate values for electrons and holes but used an equation that
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Hole (vsat, v⊥sat, v∥sat) (γsat, β , γβ , Tsat)

Ruff, Mitlehner, and Helbig

[Ruff94]369 ( 2×107 , – , – ) ( – , – , – , – )

[Nall99]439 ( 2×107 , – , – ) ( −0.5 , 2 , – , – )

[Cha08]440 ( 2×107 , – , – ) ( – , 2 , −0.5 , – )

Weitzel et al.

[Weit94]906 ( – , – , – ) ( – , – , – , – )

[Wrig96]226 ( 2×107 , – , – ) ( – , 1 , – , – )

Wright et al.

[Wrig98]171 ( 2×107 , – , – ) ( – , 1 , – , – )

[Bali19]173 ( 1.30×107 , – , – ) ( – , 1.2 , – , – )

Khan and Cooper

[Khan00]895 ( – , – , – ) ( – , – , – , – )

[Bion12]330 ( 2×107 , – , – ) ( – , 2 , – , – )

Lades

[Lade00]141 ( – , – , – ) ( – , – , – , – )

[Rakh20]318 ( 2.20×107 , – , – ) ( – , 1.2 – 2 , – , – )

Nilsson et al.

[Nils00]536 ( – , 6.50×106 , 1.10×107 ) ( – , – , – , – )

[Bion12]330 ( 2×107 , – , – ) ( – , 2 , – , – )

Zhao et al.

[Zhao00]167 ( – , 8.60×106 , – ) ( – , – , – , – )

[Liu21]450 ( 8×106 , – , – ) ( – , 1.2 , – , – )

Hjelm et al.

[Hjel03]184 ( – , 7.30×106 , 1.08×107 ) ( – , – , – , – )

[Hata13]144 ( – , – , 1×107 ) ( – , – , – , – )

[Naug17]145 ( – , 8×106 , 1×107 ) ( – , – , – , – )

[Bane21]155 ( 1.08×107 , – , – ) ( – , 1.2 , – , – )

Li et al.

[Li03]402 ( – , – , – ) ( – , – , – , – )

[Zegh20]405 ( 2×107 , – , – ) ( – , 1 , – , – )

Ayalew

[Ayal04]48 ( – , – , – ) ( – , – , – , – )

[Lech21]142 ( 2.20×107 , – , – ) ( 0.44 , 1.2 , 1 , – )

zhang et al.

[Zhan09]926 ( 2×107 , – , – ) ( – , 1 , – , – )

[Khal12]386 ( 2×107 , – , – ) ( – , 1 , – , – )

Kimoto and Cooper

[Kimo14a]43 ( 1.30×107 , – , – ) ( – , – , – , – )

[Kimo15]228 ( 1.30×107 , – , – ) ( – , – , – , – )

[Kimo19]68 ( 1.30×107 , – , – ) ( – , – , – , – )

Arvanitopoulos et al.

[Arva17]146 ( 2.20×107 , – , – ) ( 0.44 , 1.20 , 1 , – )

[Loph18]448 ( 2.20×107 , – , – ) ( −0.44 , 1.2 , 1 , – )

[Arva19]582 ( – , – , 2.20×107 ) ( – , 1.2 , – , – )

[Chou21]147 ( 2.20×107 , – , – ) ( – , – , – , – )

FIG. 65. High-field mobility reference chain for holes.

was developed by Dorkel and Leturcq 882 for impurity scattering. Finally, Lechner 142 referenced

the values by Fletcher 937 , which were fitted for silicon.

XI. CONCLUSION

The models and parameters we found for each of the covered properties were propagated but

also changed and misinterpreted within the community. We were able to show, among others, that

(i) the majority of permittivity values are based on a single publication from the year 1970 that

focused on a different SiC polytype, (ii) the increase of the hole density-of-states mass by 100 %

between 0 and 300 K is rarely considered, (iii) the most common band gap values at room tem-

perature are based on a lower energy gap at zero Kelvin, (iv) impact ionization data perpendicular

to the c-axis, where electrons and holes behave similarly, are almost non-existent, and (v) reliable

data on the hole saturation velocity and velocity overshoots at high electric fields are missing.

Despite our extensive analyses this work is unable to provide a common material parameter set
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that matches every device. Instead we experienced in our daily business that each physical object is

unique, i.e., simulations always have to be calibrated. However, we are confident that the provided

overview improves the initial parameter values and decreases the required effort. The achieved

results are not limited to TCAD simulation but applicable to any task that requires knowledge of

the physical properties of 4H-SiC, e.g., in material science.

For future research we envision a critical evaluation of the current knowledge base within the

scientific community. In detail, further characterizations (measurements, calculations, simula-

tions) will be required to obliterate the shortcomings we discovered.
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Appendix A: Inaccuracies

In this section we list inaccuracies we encountered throughout our review. The purpose of

this listing is not to blame any of the authors or suggest any wrongdoing. Instead, we think

that mistakes are unavoidable (there are definitely a lot of them also in this review) and that it

is important to highlight them in order to prevent a further spread. If not further specified the

described actions were done by the authors of the respective publication.

1. Permittivity

[Acha17]154: We could not find the value εs = 8.5884 in the referenced paper36. Even using

the available values and calculating the effective relative permittivity did not

yield the desired result.

[Arpa06]143: Changed ε
∥
s = 10.0381 to εs = 10.

[Arva17]146: Changed ε⊥s = 9.6681 to εs = 9.66.

[Chen94]113: The second column in Table II denotes 4H but is labeled 2H.

[Choi05]129: Changed ε⊥s = 9.666 to εs = 9.7.

[Darm19]197: Changed ε⊥s = 9.7643 to εs = 9.76.

[Egil99]140: Changed ε⊥s = 9.6681 to εs = 9.7.

[Elah17]194: Changed εs = 9.9443 to εs = 10.

[Hari98]163: Changed ε
∥
∞ = 6.7896 to ε∞ = 6.8.

[Harr95]6: Changed ε
∥
s = 10.0381 to ε

∥
s = 10.3.

[Huan98]137: Changed εs = 9.66136 to εs = 9.7.
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[Kimo19]68: Used ε
∥
s = 10.32 instead of ε

∥
s = 9.98 specified in the referenced

publication92.

[Klah20]151: Changed ε
∥
s = 10.0381 to εs = 10.

[Kova20]152: Changed ε⊥s = 9.6681 to εs = 9.67.

[Micc19]149: Changed ε⊥s = 9.6681 to εs = 9.66.

[Neil12]22: The used εs = 9.72 is actually a 3C value81.

[Neud01]128: Changed ε⊥s = 9.666 to εs = 9.7.

[Neud06]130: Changed ε⊥s = 9.666 to εs = 9.7.

[Ozpi04]185: Changed εs = 10.007107 to εs = 10.1.

[Pear23]135: Changed ε⊥s = 9.666 to εs = 9.7.

[Ryba17]196: Changed ε⊥s = 9.7643 to εs = 9.7.

[Scho94]34: The specified reference [77Pan] could not be found in the reference list. The

similar reference [75Pan]938 did also not contain the desired values.

[Torp01]254: Used εs = 6.7, which is, however, a value for the high-frequency one. It is

unclear whether the wrong value was picked from the reference or the textual

description is flawed.

[Trip19]150: Changed ε⊥s = 9.6681 to εs = 9.66.

[Wije11]132: Changed εs = 9.7130 to εs = 10.

[Yosh18]148: Changed ε⊥s = 9.6681 to ε⊥s = 9.7.

[Zatk21]153: Changed ε⊥s = 9.6681 to εs = 9.66.

[Zipp11]169: Changed ε⊥s = 9.7610 to εs = 9.76.

2. DOS Mass

[Arpa06]143: Changed m∗
de = 0.19271 to 0.2.
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[Fang05]320: Refernced m∗
de = 0.4m0

319 but that publication is focused on GaAs and we

could not find the respective values.

[Flor03]333: Present values for the hole effective masses but the labels mMΓ and mML refer

to electron effective masses.

[Gale98]327: Changed m∗
ΓM = 4.23290 to 4.2.

[Harr95]6: Changed m∗
de⊥ = 0.21301 to 0.24, m∗

de⊥ = 0.176271 to 0.18 and

m∗
de∥ = 0.224271 to m∗

de∥ = 0.22.

[Hemm97]274: Calculated m∗
de = 0.37 but it is actually 0.39.

[Itoh95]311: Changed m∗
de = 0.19271 to 0.2.

[Kim24]156: Changed m∗
de = 0.39329 to 0.2.

[Lind98]117: We could not retrace the values for the hole masses in the referenced

publication484.

[Penn01]296: Only used the transversal masses to calculate the DOS masses.

[Penn04]306: Changed m∗
MK = 0.28294 to 0.29 and m∗

ML = 0.31294 to 0.33. Only used the

transversal masses to calculate the DOS masses.

[Pens93]310: In the definition m∗
de = (m∗

de⊥m∗
de∥)

(1/3) the square for m∗
de⊥ is missing.

Changed m∗
de⊥ = 0.176271 to 0.17 and m∗

de∥ = 0.224271 to 0.22.

[Pere06]238: The origin of the used values is unclear, because the cited publication6

corresponds to hole effective masses of 3C and 6H.

[Pern05]119: Calculated m∗
dh = 2.66 but our calculations resulted in m∗

dh = 2.64.

[Pers98a]277: We were not able to confirm m∗
dh = 0.88 based on the referenced data125.

Instead we achieved m∗
dh = 0.78. Similarly, instead of m∗

de = 0.45 we got

m∗
de = 0.44.

[Resh05]201: Changed m∗
MΓ

= 0.57125 to 0.58.

[Rodr21]177: Changed m∗
de⊥ = 0.176, m∗

de∥ = 0.224271 to m∗
de⊥ = 0.18, m∗

de∥ = 0.22.

[Scha94a]309: Changed m∗
de⊥ = 0.176271 to 0.17 and m∗

de∥ = 0.224271 to 0.22.

[Scho94]34: Changed m∗
de⊥ = 0.176271 to 0.18 and m∗

de∥ = 0.224271 to 0.22. Assumed

m∗
dh = 1, gA = 4 and gD = 2.
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[Sozz19]204: Changed m∗
de = 0.394262 to 0.4.

[Yang19]326: Calculated m∗
de = 0.36, but we achieved m∗

de = 0.37.

3. Band Gap

[Alba10]218: In the doping dependency factor ∆Ega the exponent for the prefactor

1.57×10−2 should be 1/4 instead of 1/3 and the factor 1.54×10−2 should

be 1.54×10−3. In addition, factor 1.7×10−2 in ∆Egd is actually 1.17×10−2.

[Back94]377: Stated that the band gap energies by Choyke, Hamilton, and Patrick 336 suffer

from an inaccuracy in the order of 0.015 eV. This value, however, refers to

the non-measured values. The correct inaccuracy is 0.003 eV.

[Bade20]411: Changed Eg = 3.26eV234 to Eg = 3.3eV.

[Baie19]410: The value Eg = 3.268eV does not match Eg = 3.26eV228 and

Egx = 3.263eV416 from the provided references.

[Bako97]139: The temperature dependency α =−3.3×10−3 eV/K is stated, but it should

be α =−3.3×10−4 eV/K370.

[Bane21]155: Used the value Eg(300) = 3.23eV36 but interpreted it as Eg(0). Consequently

the authors end up with Eg(300) = 3.1934eV.

[Bech04]427: Changed Eg = 3.265eV344 to Eg = 3.27eV.

[Bell99]72: Changed Egx = 3.263eV412 to Eg = 3.26eV.

[Bere21]422: Changed Egx = 3.265eV43 to Eg = 3.26eV.

[Bion12]330: Changed Egx = 3.263eV412 to Eg = 3.26eV.

[Buon12]66: Eq. (2.41) denotes ∆Ev instead of ∆Ec. The respective parameters need to be

positive and the exponent of the first summand is 1/4 not 1/3.

[Cama08]286: Changed Egx
336 to Eg.

[Capa22]423: Changed Egx = 3.265eV43 to Eg = 3.26eV.
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[Casa96]136: Changed Egx = 3.265eV344 to Eg = 3.26eV.

[Cha08]440: States Eg(300) = 3.25eV but the respective reference439 denotes it as the

band gap at 0 K.

[Choi05]129: Changed Egx = 3.263eV412 to Eg = 3.26eV.

[Dena22]2: According to the presented equation for the temperature induced band gap

narrowing α has to be negative to fit the description in the text.

Changed β = 1.8×10343 to 1.3×103.

Changed Egx = 3.265eV43 to Eg = 3.26eV.

[Dhan20]179: Changed Eg = 3.26eV178 to Eg = 3.3eV.

[Donn12]394: Lists a range of values for Eg(300) but in one96 of the provided references

only Eg(4) is available. The value Eg(300) = 3.03eV was taken from Sandeep

and Komaragiri 208 instead of Galeckas et al. 785 , as stated in the paper. The

origin of the remaining value Eg(4) = 3.28eV could not be retraced.

[Egil99]140: Changed exciton band gap energy Egx from 3.266 eV285 to 3.265eV.

[Elah17]194: Changed Egx = 3.265eV43 to Eg = 3.2eV.

[Feng04a]20: Changed Egx = 3.265eV53 to Egx = 3.26eV.

[Gale97]327: Changed Egx = 3.265eV346 to Eg = 3.275eV.

[Gale02]356: According to the provided definition of the temperature dependency using

dEg/dT the paramete should be 2.4×10−4 eV/K instead of

−2.4×10−4 eV/K. Otherwise the band gap would increase with increasing

temperature.

[Griv07]360: The values from Itoh, Kimoto, and Matsunami 346 were displayed in a plot but

got shifted by 2 meV to compensate for differing band gap energies at 0 K.

It is unclear how the phonon dispersion ∆ = 0.29 was derived, as it leads to

p = 3.59. The stated p = 2.9 would, in contrast, result in ∆ = 0.37.

[Huan98]137: Changed Egx = 3.265eV344 to Eg = 3.26eV.

[Hudg03]426: It is unclear to us how Eg(300) = 3.25eV was derived based upon

Egx(4.2) = 3.265eV56.
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[Ioff23]36: All Lindefelt parameters have negative values, however, only the ones

impacting the conduction band should be < 0. The exponent 1/4 with

parameters Anv and Apc were changed to 1/3.

The authors state that the values from Dubrovskii and Lepneva 381 denote the

exciton band gap energy Egx instead of Eg.

[Joha19]417: Changed Egx = 3.265eV141 to Eg = 3.26eV.

[Khal12]386: Referenced an investigation on GaN939 that only contains the model. The

origin of the shown values is for us unclear.

Proposed α =−2.206×10−2, which leads to an increasing band gap with

temperature. This contradicts the presented reference939.

[Kimo19]68: It is unclear how the value Eg(0) = 3.292eV was derived.

[Kohl03]273: Changed Egx = 3.263eV412 to Eg = 3.26eV.

[Kwas14]340: Changed Egx
337 to Eg.

[Lade00]141: The values Ex = 40meV was picked as average value from 10 – 80 meV13,

which we could, however, not retrace. The only value that is stated for 4H by

Devaty and Choyke 13 is Ex = 20meV348.

[Lebe99]399: Changed Eg = 3.26eV398 to Eg = 3.2eV.

[Lech21]142: Changed Egx = 3.265eV141 to Eg = 3.265eV.

[Levc11]391: Changed Egx = 3.267eV360 to Eg = 3.267eV.

[Lutz11]415: Used α = 6.5×104 eV/K instead of 6.5×10−4 eV/K.

[Lutz18]449: Used α = 6.5×104 eV/K instead of 6.5×10−4 eV/K.

[Made91]123: Changed Eg
381 to Egx.

[Maxi23]313: The value Eg = 3.23eV could not be found in the provided references. We

achieved this value only by using the 2H band gap from Persson and

Lindefelt 125 and scaling it with temperature.

[Mcnu04]401: Stated α = 3.3×10−3 eV/K, which should be α = 3.3×10−4 eV/K.

[Megh18a]403: Changed Eg = 3.26eV402 to Eg = 3.2eV.
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[Mill00]375: For reasonable results an exponent of −1 had to be added to the term

(exp(θE/T )−1) in Eq. (2).

[Ozpi04]185: Changed Eg = 3.25eV438 to Eg = 3.26eV.

[Pear23]135: Changed Egx = 3.263eV412 to Eg = 3.26eV.

[Pers97]125: The stated value Eg = 3.29eV appeared in the referenced publication6 only in

the context of 2H- and 3C-SiC.

[Pers99]126: Changed Eg = 3.285eV256 to 3.29eV.

[Rayn10]276: Changed Eg
412 to Egx.

[Resc18]421: Changed Egx = 3.265eV43 to Eg = 3.26eV.

[Resh05]201: We could not find the stated value Eg = 3.26eV in the referenced

publication125.

[Scho94]34: We did not find the specified reference [77Pan] from the reference list. The

similar reference [75Pan]938 did also not contain the desired values.

[Sole19]200: Changed Eg = 3.25eV199 to Eg = 3.2eV.

[Son12]693: We were unable to locate the specified values in the provided reference136 but

the same values were used by Tamaki et al. 324 four years earlier.

[Stef14]15: In the Lindefelt model the dopants should be N+
D for the n-type and N−

A for

the p-type semiconductor. The exponents for Anv and Apv should be 1/4

instead of 1/3.

In Table 1 the band gap for the “Vienna Uni.” model is Egx = 3.265eV at

0 K48 instead of the stated Eg = 3.265eV at 300 K.

In the Slotboom model the logarithmic term in the quadratic root was only

applied to the fraction N/N0 and not to the term +C as well.

The parameters for the Pssler (sic!) model are referenced from Grivickas

et al. 360 and not the specified Pässler 361 . For the latter Egx = 3.267eV got

changed to Eg = 3.27eV.

[Tama08a]324: We could not find the shown values in the provided reference136.

[Tann07]413: Changed Egx = 3.263eV412 to Eg = 3.26eV.
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[Trof98]10: Changed Egx = 3.263eV53 to Eg = 3.265eV.

[Uhne15]414: Changed Egx = 3.263eV412 to Eg = 3.26eV.

[Usma14]206: Changed band gap energy Eg from 3.26 eV363 to 3.24eV.

[Wrig98]171: The second term in the temperature dependent band gap, i.e., T 2/(T +β )

should be preceeded by a minus sign.

[Yosh18]148: Changed Egx = 3.265eV308 to Eg = 3.26eV.

[Zipp11]169: Changed Egx = 3.263eV412 to Eg = 3.26eV.

4. Impact Ionization

[Aktu08]575: We were unable to confirm the electron parameters for Model 3. In fact the

used values an = 2.5×105/cm and En
c = 1.84×107 V/cm match very well

the impact ionization parameters for holes in 6H-SiC by Raghunathan and

Baliga 569 , i.e., ap = (2.5±0.1)×106/cm and

bp = (1.48±0.10)×107 V/cm, if we consider a small typographical error for

the latter.

Switched parameters γn and γp for model 2526.

[Arva19]582: Turned coefficients parallel to c-axis from Niwa, Suda, and Kimoto 252 to

perpendicular ones.

[Ayal04]48: Seemingly changed parameter b for the electrons in 6H from

2.58×106 V/cm139 to 2.58×107 V/cm. This value presumably then got the

default value in simulation tools and got reused150.

[Bako97]139: Defined α⊥ = β/3.5, which we assume should be α/3.5.

[Bane21]155: In Table 1 on page 159 the range of the field for 4H-SiC should be (10 –

100)×107 V/m.

[Bert04]465: Changed βp ⊥ from 2.5×107 V/cm to 1.8×107 V/cm.
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[Bion12]330: In Eq. (21) the temperature scaling in the exponent is flawed. Instead of

1+DT −300 it should be 1+D(T −300). In Eq. (21) B and C should be

switched.

We changed m from 2 to 1 and n from 1 to 0 to fit the results shown in the

paper.

[Bros12]546: The value bn = 1.67×105 V/cm leads to unrealistic results. We changed it to

bn = 1.67×107 V/cm.

[Buon12]66: Changed an = 2.1×107/cm514 to an = 2.1×108/cm.

[Chea21]532: a and b were presumably stated in 1/m and MV/m in the paper, although

they are denoted as 1/cm and MV/cm.

[Gree12]531: Stated that for electrons and F > 2.5MV/cm the parameters proposed by Ng

et al. 526 (a = 1.98×106/cm, b = 9.46MV/cm, m = 1.42) were used, but the

presented values slightly differ (a = 1.878×106/cm, b = 9.134MV/cm,

m = 1.459).

The exponent of the Ocuto-Crowell models in Eqs. (8) to (10) have to be

pulled inside the squared brackets.

We changed ap = 6×104/cm to 6×106/cm and bp = 1.387×106 V/cm to

1.387×107 V/cm to fit the shown plots.

[Hata09]516: Changed an = 2.1×107/cm514 to an = 2.1×108/cm and

ap = 2.96×107/cm514 to ap = 2.96×108/cm.

[Khal12]386: Eqs. (19) and (20) both denote an. While the references for the parameters in

Eq. (19) are clear330,514, the sources for a and b in Eq. (20) could not be

retraced by us.

Changed ap = 29.6×106/cm514 to 29×106/cm and bp = 16×106 V/cm514

to 14×106 V/cm.

[Kimo19]68: Changed parallel ap = 3.14×106/cm to ap = 3.12×106/cm.

[Kons97]494: The factor 3Ep of Eq. (40) is not shown for β in the paper. We assume a

typographical error as the division sign is visible.

[Loh09]564: The exponent c in Eq. (2) has to be pulled inside the exponential function.
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We changed bp = 8.9×106 −4.95×103 T to bp = 8.9×106 +4.95×103 T

to better match the results in the paper.

[Megh15]390: Changed parallel ap = 3.41×108/cm to ap = 2.41×108/cm.

[Nall99]439: Used for the electron and hole impact ionization coefficient the 6H

parameters for holes published by Raghunathan and Baliga 569 .

[Nall00]522: The values for a and b could not be found in the provided reference439.

[Niwa15]252: Once ap is specified as 3.12×106/cm and once as 3.14×106/cm.

[Pezz13]207: The used values an = 2.5×105/cm and n = 1.84×107 V/cm match the

impact ionization parameters for holes in 6H-SiC by Raghunathan and

Baliga 569 , i.e., ap = (2.5±0.1)×106/cm and

bp = (1.48±0.10)×107 V/cm, if we consider a small typographical error for

the latter. These are the same errors as done by Akturk et al. 575 , although no

direct connection could be found between these publications.

[Rayn09]23: Referred to intermediate results by Konstantinov et al. 494 for a comparison.

[Rayn10]276: Turned an = 0.408×106/cm546 to 0.41×106/cm.

[Sher00]545: Fitted to Konstantinov et al. 494 , but only the holes. Interestingly the achieved

results are equal to those presented in369, whereat these were based on

6H-SiC measurements.

[Stef21]24: The hole parameters presented for “Nguyen”528 (ap = 4×107/cm,

bp = 1.89×107 V/cm) could not be retraced.

The parameter bp for “Loh Power”525 should be 0.35×107 V/cm instead of

0.035×107 V/cm.

cn and cp for entry “Akturk Power” were transferred correctly from the cited

publication575 but there the values got switched. Thus, it should be cn = 1.42

and cp = 1.06526. Consequently, the fitting for the hole impact ionization

coefficient is more than one order of magnitude lower than the other models.

The value ap = 8.5×106/cm for entry “Raghunathan” could not be found in

the provided reference569. The only explanation we found was that the

authors misinterpreted (3.5±0.5)×106/cm with (3.5±5.0)×106/cm.
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[Stei23]568: In Fig. 6 the high temperature plots should refer to 470 K instead of 470 ◦C

for a good fit of the describing model.

For the fitting to Niwa, Suda, and Kimoto 252 we had to change

dn =−0.72×10−3/K to dn =−0.72×10−6/K to achieve reasonable results.

[Trip19]150: It is safe to assume that the value of bn is an order of magnitude too high and

stems from a 6H-SiC sample (see the analysis of Ayalew 48 in this section).

[Wang22a]579: The used parameters match the values by Loh et al. 525 with the exception that

the exponent m in the Ocuto-Crowell model was not considered. This causes

an implicit change of m = 1.37 for electrons and m = 1.09 to 1.

[Zhao19]530: The proposed cp = 6.19×10−3/K and dp = 1.15×10−3/K cause β to

increase in the range 150 – 300 K. This was not observed with other models.

5. Charge Carrier Recombination

[Adit15]485: The referenced lifetime values could not found in provided references.

[Alba10]218: Used ni instead of n1 and p1 in the SRH lifetime model.

[Arva17]146: The value of τp = 0.5µs could not be found in the provided reference485,

where τp = 0.6µs was proposed. The used τn = 1ns also does not match

τn = 2.5µs in the reference.

[Ayal04]48: Used the Auger coefficients from 6H791.

[Bell11]209: Changed τn = τp = 15ns218 in the bipolar transistor base to τn = τp = 16ns.

[Bion12]330: The expression for n1 and p1 in Eq. (18) are flawed. n2
i should be ni and the

exponent for n1 is actually negative.

Used the sum Cn +Cp
327 as Cn and Cp.

[Choi05]129: The provided Scharfetter parameters could not found in the provided

references6.
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[Das15]353: The Auger coefficient Cp was taken from Ruff, Mitlehner, and Helbig 369

which is based on Silicon values.

[Gao22a]91: In the temperature dependent Auger recombination coefficient the first part of

the product scales with T−1.5 = T−3/2 589 but a value of T−2/3 was used

instead.

[Kaka20]792: For the temperature dependency of the SRH lifetime values determined for

Si727 were used.

[Khal12]386: Used the sum Cn +Cp
327 as Cn and Cp.

[Lech21]142: Used 6H values for Auger coefficients48.

[Levi01b]29: Changed B = 5×10−12 cm3/s327 to B = 1×10−12 cm3/s.

Turned τn = 600ns720 into τn = τp = 300ns. Since the measurements were

done under high injection levels this might be reasonable.

[Liu21]450: Change γ = 0.3206 to γ = 1.

[Megh15]390: Changed τp = 12ns394 to τn = 10ns.

[Megh18a]403: Referenced a very high value of Nref = 1×1030/cm3 139,748.

[Nall99]439: Proposed value of τn = τp = 50ns could not be found in the stated

reference327.

The temperature dependency is presented in a ambiguous fashion, because it

is not clear that the term
( T

300 −1
)

belongs to Coeff in the exponential.

[Rao22]203: The term n2
i in the definition of n1 and p1 should be ni.

[Scho94]34: Denoted in Eqs. (5.21) and (5.22) a decrease of the SRH lifetime with

increasing temperature, which may go back to an error in the sign of the

exponential (is negative, should be positive).

[Usma14]206: Changed the Auger coefficients by one order of magnitude327 to

Cn = 5×10−32 cm6/s and Cp = 2×10−32 cm6/s.

In the text a value of the Scharfetter parameter α = 1.72 was stated but in the

overall parameter listing α = 5.

[Tama08]728: Changed the activation energy from Eact = 0.11eV722 to Eact = 0.105eV.
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[Zegh20]405: The value Cn = 5×1031 cm6/s was provided for the Auger coefficient but it

should be 5×10−31 cm6/s.

[Zhan18]566: Unit of Auger coefficients stated as 1/(cm3 s) but should be cm6/s.

6. Incomplete Ionization

[Arva17]146: Referenced a Nitrogen ionization energy of 71 meV399 but only 81 meV for

6H-SiC was provided.

[Darm19]197: Equation (18), i.e., p
NA

= β
pv

NA
+(1−β ) could not be retraced given the

expressions p = pv + pi (Eq. (14)) and pi = (1−β )N0
A (Eq. (16)).

[Dona18]802: We were unable to confirm the used ionization energies for Phosphorous

(hexagonal: 55 meV, cubic: 102 meV).

For Nitrogen the ionization energies (hexagonal: 70 meV, cubic: 120 meV)

are presumably based on the values by Ikeda, Matsunami, and Tanaka 95

(hexagonal: 66 meV, cubic: 124 meV).

[Feng04a]20: Changed for Nitrogen the ionization energy on the cubic lattice site from

91.8 meV271 to 92 meV and on the hexagonal site from 52.1 meV271 to

52 meV.

[Huh06]669: Used 6H values695 and changed the ionization energy for Boron from

270 meV to 300 meV.

[Ivan05]436: The values for cubic and hexagonal site of Phosphorous were switched. These

incorrect results were later copied14 and implicitly corrected33.

[Khal12]386: Changed the value of the donor energy level from 67 meV325 to 650 meV.

The ionized acceptors are denoted as N−
D instead of N−

A .

[Kuzn95]321: In the conclusion the cross section of Aluminum was stated as

8×10−3(300/T )3cm2 but the first term should be 8×10−13 as noted earlier

in the paper.
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[Lebe99]399: Changed the ionization energy of Nitrogen on the cubic lattice site from

91.8 meV271 to 92 meV and on the hexagonal site from 52.1 meV271 to

52 meV.

[Lech21]142: The used values for Aluminum seem to go back to Arvinte 133 but the

parameter α to describe the doping dependency was 1.8×10−5 meVcm

instead of 2.8×10−5 meVcm.

[Levi01]21: Changed the ionization energy of Aluminum from 191 meV95 to 190 meV

and for Boron from 647 meV95 to 650 meV.

[Lu21]291: Changed the ionization energy of Aluminum from 230 meV399 to 220 meV.

[Maxi23]313: In equations (6a) and (6b), corresponding to Eq. (79), NC and NV were added

as multiplicative factor to the exponential in the denominator.

[Nipo18]803: Presumably used the ionization energies by Ivanov, Henry, and Janzén 436 but

changed the value for the hexagonal lattice site from 197.9 meV to 198 meV

and the value for the cubic from 201.3 meV to 210 meV.

Changed the ionization energy for Phosphorous on the hexagonal site from

60.7 meV436 to 60 meV.

[Pank14]425: Referenced 90 meV for the ionization energy of the cubic lattice site of

Nitrogen from Hagen, Van Kemenade, and Van Der Does De Bye 455 , but

there only 90 meV for the hexagonal or 130 meV for the cubic lattice site

were proposed.

[Pens93]310: Changed the ionization energy of Nitrogen on the cubic lattice site from

91.8 meV271 to 91.4 meV and on the hexagonal site from 52.1 meV271 to

51.8 meV, which can be explained by the fact that the reference was not yet

published when the values were taken.

[Pers05]114: Changed the ionization energy of Nitrogen on the cubic lattice site from

91.8 meV271 to 92 meV and on the hexagonal site from 52.1 meV271 to

52 meV.

[Rakh20]318: Referenced a 6H source853 for the energy levels of Boron, Vanadium and

Nitrogen but the values could not be found there.
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[Scab11a]33: In the derivation of Eq. (83) on page 22 an expression for n270 was presented

that (i) is not required for the calculation and (ii) we were unable to retrace in

the original publication. We solely achieved the shown result if we calculated

1/n and used in one occasion the wrong parameter.

[Song12]325: Changed the donor ionization energy from 66 meV324 to 67 meV and the

acceptor one from 191 meV324 to 19 meV.

[Sozz19]204: Interpreted the maximum ionization energy of Nitrogen on the hexagonal

lattice site of 50 meV674 as the effective value.

[Tian20]16: Used the ionization energy 201.3 meV436 of Aluminum on a cubic lattice site

as the effective value.

[Yang19]326: Changed the ionization energy of Nitrogen on a hexagonal lattice site from

(61.4±0.5)meV111 to an effective value of 61 meV.

[Yosh18]148: Changed the ionization energy of Aluminum from 191 meV95 to 190 meV.

[Zett02]182: Changed the ionization energy of Nitrogen on the cubic lattice site from

91.8 meV271 to 92 meV and on the hexagonal site from 52.1 meV271 to

50 meV.

[Zhan18]566: Used in equations (13) and (14), corresponding to Eq. (79), instead of the

donor (ED) and acceptor (EA) energy level the conduction and valence band

energies.

[Zhu08]131: Changed the ionization energy of Nitrogen on the cubic lattice site from

91.8 meV271 to 92 meV and on the hexagonal site from 52.1 meV271 to

50 meV.

Changed the ionization energy of Phosphorous on the hexagonal lattice site

from 53 meV650 to 54 meV.
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7. Mobility

[Aktu09]168: Changed the following electron saturation velocities: 2.12×107 cm/s929 to

2×107 cm/s, 1.58×107 cm/s929 to 1.6×107 cm/s, 2.5×107 cm/s166 to

2.4×107 cm/s and 1.83×107 cm/s167 to 2×107 cm/s.

[Alba10]218: Changed µmax of holes from 124cm2/(Vs)864 to 125cm2/(Vs).

[Arda05]891: Changed the electron low field mobility from 720cm2/(Vs)445 to

730cm2/(Vs).

[Arva17]146: Changed γsat for electrons from −0.44141 to 0.44.

[Arva19]582: Rounded µmin for holes from 15.9cm2/(Vs)864 to 16cm2/(Vs).

[Ayal04]48: Changed µmax of holes from 124cm2/(Vs)864 to 125cm2/(Vs).

[Bane21]155: In equation (10), describing the carrier velocity at high fields, the exponent

1/κ should be only applied to the denominator and not also to the dominator.

[Bela22]890: The unit of the saturation velocity is stated as cm2/(Vs) instead of cm/s.

[Bell11]209: Changed µmax of holes from 124cm2/(Vs)864 to 125cm2/(Vs).

[Bhat05]220: The saturation velocity is stated as 2×1017 cm/s instead of 2×107 cm/s.

Only the parameters are shown but not the corresponding equations.

Therefore, it is not possible to uniquely identify the correct values.

[Buon12]66: Dismissed the leading µmin from Eq. (93).

Changed µmax of electrons from 947cm2/(Vs)864 to 950cm2/(Vs).

[Capa22]423: Rounded the hole mobility from 118cm2/(Vs)43 to 120cm2/(Vs).

[Chen22]93: Referenced the electron mobility parallel to the c-axis from141 but there it is

actually stated perpendicular to the c-axis.

[Das15]353: In equation (4), describing the carrier velocity at high fields, the exponent

1/β1 should be only applied to the denominator and not also to the dominator.

[Elah17]194: vsat was stated as 2 cm/s. We assume that 2×107 cm/s was intended.

[Gotz93]271: Took saturation velocity from literature936, where the investigated material is

only specified as α-SiC. So it is not clear whether 4H-SiC was meant.
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[Huan98]137: Referenced values for β from Ruff, Mitlehner, and Helbig 369 , who used

Silicon values only.

[Joha19]417: We were unable to locate the stated maximum hole mobility

µmax = 20cm2/(Vs) in the specified reference. We assumed a typographical

mistake and it should be 120 cm2/(Vs) (rounded from 124 cm2/(Vs)864).

Changed µmax of electrons from 947cm2/(Vs)864 to 940cm2/(Vs).

[Josh95]323: In the text the value of the saturation velocity is provided in m/s but as unit

cm/s was specified.

Changed µmax of electrons from 947cm2/(Vs)864 to 940cm2/(Vs).

[Kimo97]676: Turned µn = 720cm2/(Vs)345 to µn = 724cm2/(Vs).

[Lade00]141: For parameter F of the carrier-carrier scattering the wrong unit was specified.

It should be 1/cm2 instead of cm2/3.

[Lang22]433: In the referenced publication132 the electron mobility was denoted as

900cm2/(Vs) not 800cm2/(Vs).

[Lech21]142: We were unable to locate the used mobility values in the stated reference48.

[Liu21]450: Changed γmax for electrons from −2.9324 to −2.8.

Turned µmax for holes from 124 cm2/(Vs)324 to 125cm2/(Vs) and the

reference doping concentration Nref from 1.76×1019/cm3324 to

1.76×1017/cm3.

Used as hole saturation velocity the electron saturation velocity907.

In the high field equations in Table 1 (cp. Eq. (103)) β is defined over the

whole sum in the denominator and the exponent outside the brackets should

be −1/β instead of −β .

[Lv04]857: We were not able to recreate the high field velocity curves shown in Fig. 2 of

the paper with the presented parameters.

[Mcnu04]401: Turned µmax for holes from 108.1 cm2/(Vs)139 to 108.9cm2/(Vs).

[Megh18]457: Turned µmax for holes from 124 cm2/(Vs)402 to 125cm2/(Vs).
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[Neud01]128: We could not find the stated electron mobility parallel to the c-axis

(800 cm2/(Vs)) in the mentioned reference855.

[Ostl24]195: vsat was stated as 2 cm/s. We assumed that 2×107 cm/s was intended.

[Palm97]560: Changed µmax of electrons from 947cm2/(Vs)864 to 950cm2/(Vs).

[Pere06]238: Changed γmax =−2.438 for electrons to −2.

[Pezz08]134: The unit of the velocity saturation was stated in cm2/s but should be cm/s.

[Powe02]62: The unit of the saturation velocity was stated in m/s but the value indicates

cm/s.

[Rakh20]318: Changed µmax of electrons from 947cm2/(Vs)141 to 950cm2/(Vs).

Changed µmax of holes from 124cm2/(Vs)864 to 120cm2/(Vs).

The velocity saturation for holes was extracted from141 but there this value

denotes the electron saturation velocity.

[Sand11]208: It is reasonable to assume that in Table II the columns for 4H and 6H got

exchanged, especially because of the deviating band gap values.

[Shah98]247: References Schaffer et al. 864 regarding the hole mobility but all parameters

are different.

[Shar15]565: In the Caughey-Thomas equation (cp. Eq. (93)) µmin also shows up in the

denominator.

[Sole19]200: We were unable to locate the presented values in the provided reference199.

[Stef14]15: See detailed analysis in Section X.

[Tama08a]324: The charge carrier mobility was referenced from Ruff, Mitlehner, and

Helbig 369 but the values fit the models by Schaffer et al. 864 resp. Roschke

and Schwierz 38 better.

[Tian20]16: See detailed analysis in Section X.

[Tila07]315: We could not find γmax = 2.4 in the provided reference166. Also the value

contradicts many others.

[Trip19]150: Corrected the wrong value of δ =−0.6115 to δ = 0.61.
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The value of Nref = 1×1016/cm3 could not be found in the reference15.

Overall, using this parameter set is risky, as pointed out in Section X.

[Vasc19]176: In the overview table 2 the minimum instead of the maximum mobility was

used from Arvanitopoulos et al. 582 . The value for Contreras et al. 899 should

be 45.2cm2/(Vs) instead of 37cm2/(Vs). For Stefanakis and Zekentes 15 a

value was stated 116.1 cm2/(Vs), but the authors used µmax = 114cm2/(Vs).

[Wang98]925: Changed γmax =−2.15864 to γmax =−2.

[Wang99]389: In the description of the high-field mobility (Eq. (4)) only the saturation

velocity was squared instead of the whole fraction Fµn/vsat (cp. Eq. (103)).

Changed γmax =−2.15864 to γmax =−2.

[Wrig98]171: Used for carrier-carrier scattering an equation that was proposed to describe

the impurity scattering in Silicon by Dorkel and Leturcq 882 .

[Zegh19]404: Changed µmax of holes from 124cm2/(Vs)864 to 125cm2/(Vs).

[Zegh20]405: All temperature dependency parameters γ are positive, which leads to

µ(0) = 0 and a continuously increasing mobility with temperature.

[Zhan18]566: In Eq. (2) we presumed that CS should be replaced by T and Ni by T0.

In Eq. (4) β is defined by using β .

[Zhou16]927: Rounded δ = 0.7638 to 1.
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